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Preface

These proceedings contain the refereed technical papers and posters presented
at the 30th Annual European Conference on Information Retrieval (ECIR 2008).
ECIR is the annual conference of the British Computer Society’s specialist group
in Information Retrieval (BCS-IRSG). This year the conference was organised
by the Department of Computing Science, University of Glasgow.

ECIR 2008 received 139 full paper submissions. Many of these submissions
came from outside Europe, and 25 countries are represented in the final ECIR
2008 programme, reflecting the international popularity and reputation of the
conference series. All submitted papers were reviewed by at least three members
of the international programme committee. Thirty-three papers were selected as
full research papers and a further 19 were accepted as short research papers.
Of these 52 selected papers, 26 have a student as the primary author indicat-
ing that the traditional student focus of the conference is still relevant today.
The accepted papers themselves come from a mixture of universities, research
institutes, and commercial organisations.

The collection of papers presented in these proceedings demonstrates the
commitment of Information Retrieval to sound theoretical research allied with
strong empirical evaluation. The topics cover core IR problems, such as evalua-
tion and retrieval, and emerging topics such as social media and expert search.
We owe a great vote of thanks to our various committees – programme and
poster committees, tutorial and workshop committee and award committees -
for their hard work in ensuring the quality of the ECIR 2008 programme. We
really appreciate the support, expertise and effort given so freely.

ECIR 2008 marked the 30th anniversary of the conference. The programme of
the conference and its venue reflected the celebratory nature of ECIR 2008, with
exceptionally rich and varied scientific and social events. The conference took
place in the University of Glasgow’s historic and most famous venue, the Bute
Hall. For the first time in ECIR’s history, we organised a programme of tutorials
and workshops. We are very grateful to the workshop organisers and tutorial
presenters for their contributions. Following the success of previous BCS-IRSG
Industry Days, we organised an Industry Day as an intrinsic part of the ECIR
2008 programme, held in the same venue as the main conference.

We are grateful to our keynote speakers, Nicholas J. Belkin, Amit Singhal,
and Bettina Berendt, for their stimulating contributions to the conference.

We are also grateful to our sponsoring institutions, Google, Matrixware In-
formation Services, Microsoft Research, and Yahoo! Research, for their support
of ECIR 2008.

Our final thanks go to Peter Dickman and Jon Ritchie, for dealing with all
local arrangements, Claire Harper at the University of Glasgow’s Conference &
Visitor Services, who sorted out the registration process and the preparation of
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the conference venues with efficiency and tact, and the many local volunteers,
for their huge contribution to the smooth running of ECIR 2008.

March 2008 Craig Macdonald
Iadh Ounis

Vassilis Plachouras
Ian Ruthven

Ryen W. White
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Viewing Term Proximity from a Different Perspective . . . . . . . . . . . . . . . . 346
Ruihua Song, Michael J. Taylor, Ji-Rong Wen,
Hsiao-Wuen Hon, and Yong Yu

Extending Probabilistic Data Fusion Using Sliding Windows . . . . . . . . . . . 358
David Lillis, Fergus Toolan, Rem Collier, and John Dunnion

Theory II

Semi-supervised Document Classification with a Mislabeling Error
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 370

Anastasia Krithara, Massih R. Amini, Jean-Michel Renders, and
Cyril Goutte



XVIII Table of Contents

Improving Term Frequency Normalization for Multi-topical Documents
and Application to Language Modeling Approaches . . . . . . . . . . . . . . . . . . 382

Seung-Hoon Na, In-Su Kang, and Jong-Hyeok Lee

Probabilistic Document Length Priors for Language Models . . . . . . . . . . . 394
Roi Blanco and Alvaro Barreiro

Short Papers

Applying Maximum Entropy to Known-Item Email Retrieval . . . . . . . . . . 406
Sirvan Yahyaei and Christof Monz

Computing Information Retrieval Performance Measures Efficiently in
the Presence of Tied Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414

Frank McSherry and Marc Najork

Towards Characterization of Actor Evolution and Interactions in News
Corpora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422

Rohan Choudhary, Sameep Mehta, Amitabha Bagchi, and
Rahul Balakrishnan

The Impact of Semantic Class Identification and Semantic Role
Labeling on Natural Language Answer Extraction . . . . . . . . . . . . . . . . . . . . 430

Bahadorreza Ofoghi, John Yearwood, and Liping Ma

Improving Complex Interactive Question Answering with Wikipedia
Anchor Text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 438

Ian MacKinnon and Olga Vechtomova

A Cluster-Sensitive Graph Model for Query-Oriented Multi-document
Summarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446

Furu Wei, Wenjie Li, Qin Lu, and Yanxiang He

Evaluating Text Representations for Retrieval of the Best Group of
Documents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454

Xiaoyong Liu and W. Bruce Croft

Enhancing Relevance Models with Adaptive Passage Retrieval . . . . . . . . . 463
Xiaoyan Li and Zhigang Zhu

Ontology Matching Using Vector Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 472
Zahra Eidoon, Nasser Yazdani, and Farhad Oroumchian

Accessibility in Information Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 482
Leif Azzopardi and Vishwa Vinay

Semantic Relationships in Multi-modal Graphs for Automatic Image
Annotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 490

Vassilios Stathopoulos, Jana Urban, and Joemon Jose



Table of Contents XIX

Conversation Detection in Email Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 498
Shai Erera and David Carmel

Efficient Multimedia Time Series Data Retrieval Under Uniform Scaling
and Normalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 506

Waiyawuth Euachongprasit and Chotirat Ann Ratanamahatana

Integrating Structure and Meaning: A New Method for Encoding
Structure for Text Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 514

Jonathan M. Fishbein and Chris Eliasmith

A Wikipedia-Based Multilingual Retrieval Model . . . . . . . . . . . . . . . . . . . . 522
Martin Potthast, Benno Stein, and Maik Anderka

Filaments of Meaning in Word Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 531
Jussi Karlgren, Anders Holst, and Magnus Sahlgren

Finding the Best Picture: Cross-Media Retrieval of Content . . . . . . . . . . . 539
Koen Deschacht and Marie-Francine Moens

Robust Query-Specific Pseudo Feedback Document Selection for Query
Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 547

Qiang Huang, Dawei Song, and Stefan Rüger
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Some(What) Grand Challenges for Information

Retrieval

Nicholas J. Belkin

School of Communication, Information and Library Studies
Rutgers University

US

Although we see the positive results of information retrieval research embodied
throughout the Internet, on our computer desktops, and in many other aspects
of daily life, at the same time we notice that people still have a wide variety
of difficulties in finding information that is useful in resolving their problem-
atic situations. This suggests that there still remain substantial challenges for
research in IR. Already in 1988, on the occasion of receiving the ACM SIGIR
Gerard Salton Award, Karen Spärck Jones suggested that substantial progress
in information retrieval was likely only to come through addressing issues asso-
ciated with users (actual or potential) of IR systems, rather than continuing IR
research’s almost exclusive focus on document representation and matching and
ranking techniques. In recent years it appears that her message has begun to be
heard, yet we still have relatively few substantive results that respond to it. In
this talk, I identify a few challenges for IR research which fall within the scope
of association with users, and which I believe, if properly addressed, are likely
to lead to substantial increases in the usefulness, usability and pleasurability of
information retrieval.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, p. 1, 2008.
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Web Search: Challenges and Directions

Amit Singhal

Google Inc.

These are exciting times for the field of Web search. Search engines are used by
millions of people every day, and the number is growing rapidly. This growth
poses unique challenges for search engines: they need to operate at unprecedented
scales while satisfying an incredible diversity of information needs. Furthermore,
user expectations have expanded considerably, moving from “give me what I
said” to “give me what I want”. Finally, with the lure of billions of dollars of
commerce guided by search engines, we have entered a new world of “Adversarial
Information Retrieval”. This talk will show that the world of algorithm and
system design for commercial search engines can be described by two of Murphy’s
Laws: a) If anything can go wrong, it will; and b) Even if nothing can go wrong,
it will anyway.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, p. 2, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



You Are a Document Too: Web Mining and IR

for Next-Generation Information Literacy

Bettina Berendt

Department of Computer Science, K.U. Leuven, B-3001 Heverlee, Belgium
http://www.cs.kuleuven.be/~berendt

Information retrieval and data mining often assume a simple world: There are
people with information needs who search - and find - information in sources such
as documents or databases. Hence, the user-oriented goals are (a) information
literacy: the users’ ability to locate, evaluate, and use effectively the needed
information, and (b) tools that obviate the need for some of the technical parts of
this information literacy. Examples of such tools are search-engine interfaces that
direct each user’s attention to only an individualised part of the “information
overload” universe.

In this talk, I will argue that such simple-world assumptions are no longer
justified, advocate a shift in focus, and outline concrete steps for using technology
to further a more comprehensive form of information literacy. I will focus on data,
documents, and information-related activities on the Web, which are analysed
in Web mining and (Web) IR:

1. In today’s (Web) information society,
– the problem is not just information overload, but also information sparsity
– information-related activities involve disclosing and withholding (the

latter known under names such as “privacy” or “business secrets”)
– each information-related activity has (at least) one source, one manifes-

tation as data/document, one user and one stakeholder; network effects
abound.

– most importantly, the dichotomy of information-seeking users and
information-containing data/documents has vanished in a time when vir-
tually every activity generates data/documents.

2. These considerations lead to a new operationalisation of information literacy,
understood in its broader sense as a set of competencies that a citizen of an
information society ought to possess to participate intelligently and actively
in that society.

3. Based on a range of concrete examples, I will illustrate how tools can sup-
port this type of information literacy (and obviate the need to know some
technical details).

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, p. 3, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



 

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 4–15, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Discounted Cumulated Gain Based Evaluation of 
Multiple-Query IR Sessions 

Kalervo Järvelin1, Susan L. Price2, Lois M.L. Delcambre2,  
and Marianne Lykke Nielsen3  

1 University of Tampere, Finland  
2 Portland State University, USA  

3 Royal School of Library and Information Science, Denmark 
kalervo.jarvelin@uta.fi, prices@cs.pdx.edu, lmd@cs.pdx.edu, 

mln@db.dk 

Abstract. IR research has a strong tradition of laboratory evaluation of systems. 
Such research is based on test collections, pre-defined test topics, and standard 
evaluation metrics. While recent research has emphasized the user viewpoint by 
proposing user-based metrics and non-binary relevance assessments, the meth-
ods are insufficient for truly user-based evaluation. The common assumption of 
a single query per topic and session poorly represents real life. On the other 
hand, one well-known metric for multiple queries per session, instance recall, 
does not capture early (within session) retrieval of (highly) relevant documents. 
We propose an extension to the Discounted Cumulated Gain (DCG) metric, the 
Session-based DCG (sDCG) metric for evaluation scenarios involving multiple 
query sessions, graded relevance assessments, and open-ended user effort in-
cluding decisions to stop searching. The sDCG metric discounts relevant results 
from later queries within a session. We exemplify the sDCG metric with data 
from an interactive experiment, we discuss how the metric might be applied, 
and we present research questions for which the metric is helpful. 

Keywords: Interactive IR, evaluation metrics, cumulated gain. 

1   Introduction 

IR research has a strong tradition of laboratory evaluation of IR systems. Such re-
search is based on test collections, pre-defined test topics, and standard evaluation 
metrics. While recent research has emphasized the user viewpoint by proposing user-
based metrics and non-binary relevance assessments, the methods are insufficient for 
truly user-based evaluation. Much of the evaluation literature assumes a single query 
per topic and session, which poorly represents real life.  

User-based IR research seeks to attain more realism in IR evaluation [3]. For ex-
ample, precision at recall = 10% or precision at various document cut-off values 
(DCV) both seek to account for searchers who choose to scan only a subset of the 
complete result list. The Discounted Cumulated Gain (DCG) [4] [5] takes a different 
approach by discounting the value of documents ranked further down in the result list. 
DCG also supports evaluation by graded relevance assessments. But these metrics as 
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well as traditional IR evaluation metrics assume one query per topic/session. In real 
life, interactive searchers often issue multiple queries using reformulation [1] and/or 
relevance feedback until they are satisfied or give up. Evaluation metrics that assume 
one query per topic are insufficient when the searcher’s reformulation effort matters.  

The TREC conferences introduced instance recall for evaluating interactive ex-
periments [7]. This metric allows multiple queries per session as it rewards for the 
number of distinct relevant answers identified in a session of a given length. How-
ever, it does not reward a system (or searcher) for finding pertinent documents early 
in the session nor does it help to analyze which queries in a sequence are the most ef-
fective. The experiments based on instance recall set a fixed session time and a recall-
oriented task. In real life, some tasks are precision-oriented due to time pressure. 
Stopping decisions often depend on the task, the context, personal factors, and the re-
trieval results [8]. In the present paper we address issues in session-based evaluation. 

We approach session-based IR evaluation with the view that, for a given real 
search situation, (1) a searcher’s information need may be muddled as there is no pre-
defined topic to search on, (2) the initial query formulation may not be optimal, (3) 
his/her need may remain more or less stable, (4) he/she may switch focus, (5) he/she 
may learn as the session progresses, (6) highly relevant documents are desired, and 
(7) stopping decisions depend on search tasks and may vary among individuals [3]. 
Moreover, it is reasonable that (8) examining retrieval results involves a cost, (9) pro-
viding feedback or revising the query involves a cost, and (10) costs should be re-
flected as penalties in the evaluation. A metric allowing systematic testing under these 
conditions is needed.  

We extend the Discounted Cumulated Gain (DCG) into a new, session-based met-
ric for multiple interactive queries. DCG assigns a gain value to each retrieved docu-
ment of a ranked result and then cumulates the gains from the first document position 
onwards to the rank of interest in each test design. DCG allows flexible evaluation 
under various evaluation scenarios through relevance weighting (see also [6] [9]) and 
document rank-based discounting. Unlike many traditional effectiveness measures, 
such as MAP, DCG can easily be extended to a session-based DCG (sDCG) metric, 
which incorporates query sequences as another dimension in evaluation scenarios and 
allows one to further discount relevant documents found only after additional searcher 
effort, i.e., feedback or reformulation. The contributions of this paper are to: 

• Define the sDCG metric and describe a method for concatenating results from mul-
tiple queries into a single discounted cumulated gain for a session. 

• Discuss the research questions that this metric can help answer for which there are 
no suitable existing metrics. 

• Provide guidelines for when and how the sDCG metric can be applied. 
• Exemplify the metric with data from a real interactive experiment. 
• Discuss the contributions of the metric and the challenges of evaluating it. 

Section 2 modifies the DCG metric slightly, making it more elegant and principled 
and then defines sDCG. Section 3 discusses the features, uses, and evaluation of 
sDCG and illustrates use of sDCG with data from an interactive IR experiment. Sec-
tion 4 discusses our findings. The Appendix presents mathematical formulas used in 
defining sDCG. The focus of this paper is on methodological aspects, not on empiri-
cal findings per se, which instead serve as an illustration.  
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2   Cumulated Gain Based Metrics for Queries and Sessions 

2.1   Discounted Cumulated Gain 

Järvelin and Kekäläinen [4] [5] argue that highly relevant documents are more valu-
able than marginally relevant documents and that the searcher may reasonably be  
assumed to scan the result from its beginning up to some point before quitting.  Ac-
cordingly, they define the cumulated gain (CG) metrics to produce a gain vector 
based on the ranked retrieved list, where each document is represented by its (possi-
bly weighted) relevance score up to a ranked position n set for the experiment. The 
authors argue that the greater the ranked position of a relevant document, the less 
valuable it is for the searcher, because the searcher is less likely to examine the docu-
ment due to time, effort, and cumulated information from documents already seen. 
This leads to “correcting” the readings provided by cumulated gain by a rank-based 
discount factor, the logarithm of the rank of each document. The normalized (dis-
counted) cumulated gain is calculated as the share of ideal performance an IR tech-
nique achieves. The Appendix gives formulas for cumulated gain, and for discounting 
and normalizing it. The benefits of the CG, DCG, and nDCG metrics were discussed 
thoroughly in comparison to several earlier metrics in [5]. This discussion is not  
repeated here. 

Compared with [5], the definition of the DCG presented here contains a notable 
modification making it more elegant and principled in discounting early relevant 
documents. The original formulation employed CG up to the rank of the base of the 
discounting logarithm and only thereafter discounted the value of relevant documents. 
The formulation presented here is simpler and systematic in discounting the value of 
all relevant documents including the early ones not discounted by the original DCG. 

2.2   Discounting over a Query Sequence within a Session 

A session consists of a sequence of queries, each producing a ranked result. Each 
query formulation requires some effort by the searcher and therefore the results 
gained by reformulated queries are progressively less valuable. A DCG vector repre-
senting the qth query in sequence is discounted by a factor, which is based on the po-
sition of the query. The base of the logarithm bq may be set to model varying searcher 
behavior: a small base, say bq = 2, for an impatient or busy searcher, who is unlikely 
to reformulate queries or issue novel ones, and a larger base, say bq = 10, for a patient 
searcher willing to probe the document space with several reformulations. sDCG uses 
the DCG metric to discount the gain within each query and further discounts its gain 
by a factor dependent on the sequence number of the query within the session. Let 
DCG be the ordinary DCG vector for the result of the qth query. The session-based 
discounted vector for the qth query is: 

sDCG(q) = (1 + logbq q)-1 * DCG 

where  bq ∈ R     is the logarithm base for the query discount; 1 < bq < 1000 
            q  is the position of the query. 

(1) 

Each session-based discounted vector sDCG(q) is a vector representing query per-
formance for one query in the session. Thus it may be normalized like any ordinary 
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DCG vector by the ideal vector and such normalized vectors can be concatenated to 
represent an entire session.  

3   Application of sDCG: An Example 

The sDCG metric evaluates entire interactive multiple query sessions. Because ses-
sions are products of the search task, the searcher, the retrieval system, and the collec-
tion, experiments can be designed to evaluate any combination of these. For example, 
if search tasks and searchers are appropriately randomized and the collection is held 
constant, as we do below, one may evaluate the performance of search systems in in-
teractive sessions. Current single query evaluation metrics require unnatural tricks 
(like freezing) in evaluation because there is no user in place to act.  

We believe that something like the sDCG is needed because it has reasonable and 
intuitive behavior: 

• documents at equivalent ranks are valued more highly if returned by an earlier 
query 

• there is smooth discounting of both document rank and query iteration 
• the parameters are understandable and reflect recognizable searcher and setting 

characteristics 

Setting the parameters for each evaluation case must be based on either general 
findings on searcher behavior, specific findings on searcher behavior in the context of 
interest, or simulation scenarios where the sensitivity of retrieval performance to a 
range of searcher behaviors is of interest. The sDCG metric allows the experimenter 
to adjust the evaluation to reflect each setting evaluated.   

The important contribution of sDCG is the new information and insight that other 
metrics do not deliver. We assess the validity of the metric by referring to its behavior 
in the light of available knowledge on real-life interactive searching. Note that there 
are no existing session-based metrics to compare to as a standard. For example, in-
stance recall measures very different phenomena and requires tasks of a specific kind. 
There are no existing test collections for interactive searching with multiple queries 
per session. One needs a searcher to interact with the system and collection, and to 
produce the queries. Thus, one cannot test the metric on a known collection against a 
known metric to see if it produces the expected system ranking as might be done with 
metrics for traditional laboratory-based IR using the TREC collections. 

We now illustrate use of the new metric by analyzing data from a user-based experi-
ment. We introduce the test subjects, task and systems in Section 3.1. In Section 3.2, we 
use sDCG to analyze query effectiveness by query rank across the test searchers and 
systems. We also consider session effectiveness across the test searchers and systems, 
rewarding sessions for early finding of highly relevant documents in Section 3.3.  

3.1   Sample Data  

We show sample data from an empirical, interactive searching study that compared 
two search systems. Thirty domain experts (family practice physicians) each com-
pleted the same four realistic search scenarios that simulated a need for specific  
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information required to make a decision in a short time frame of several minutes.  
Each scenario formed a separate session. The searchers had a mean of 21 years of ex-
perience in medicine and were also experienced searchers, with a mean of 7 years of 
Internet searching experience and over 2 year’s experience with the test collection, 
sundhed.dk (Table 1). On a Likert scale (1-5), the average of their self-assessed 
searching skills was 2.4. 

Table 1. Searcher features (N=30)  

Feature Average Standard Deviation 
Experience using Internet search engines (years) 7.2 ± 2.8 
Experience in using sundhed.dk (years) 2.4 ± 1.4 
Searching experience (low=1; high=5) 2.4 ± 0.9 
Professional experience in medicine (years) 21.4 ± 7.6 

 
We asked searchers to simulate a real-life situation by searching only as long as 

they would in a real setting.  The searchers entered queries and examined results until 
either finding relevant documents that, in their opinion, satisfied the information need 
in the scenario or until they judged the search a failure.  We also asked them to make 
graded relevance judgments when they viewed a document. All documents judged 
relevant by at least one user were judged by an independent domain expert to develop 
the reference standard we used for the calculations we show in this paper.  

The two search systems, Systems 1 and 2, operated over the same collection of 
nearly 25,000 documents. System 1 used a combination of full text and keyword in-
dexing. System 2 used the existing indexing plus a new form of supplemental docu-
ment indexing, Semantic Components [8], that affected both the query language and 
document ranking. Each participant searched on two scenarios with each experimental 
search system, resulting in 15 sessions per scenario–system combination. The order of 
exposure to the search scenarios and the systems was randomized (a Latin Square de-
sign [2]). A more detailed description of the searching study, using traditional metrics, 
is available [8].  

Table 2. The number of sessions (N=60 per system) issuing exactly 1 - 11 queries across four 
search tasks in Systems 1 and 2 and the average number of queries per session 

Sessions in Number of Queries Avg per 
(N=60) 1 2 3 4 5 6 7 8 9 10 11 Session 
System 1 28 7 10 4 5 4 1 1 0 0 0 2.53 
System 2 21 7 9 11 2 4 2 2 0 1 1 3.18 

 
The test searchers constructed 1 to 11 queries for their search tasks for a total of 

343 queries. The number varied by system and topic – most searchers quit as soon as 
they had a reasonably good result. Table 2 shows how many sessions constructed ex-
actly 1 to 11 queries in each system and the average number of queries per session.  
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In the illustration below, we have several parameters at our disposal:  

• Relevance assessments and weights: we use a four point scale (scores 0 to 3, from 
non-relevant to highly relevant) given by a domain expert; weighted as 0-1-10-100.  

• The rank-based document discount – the log base b: a reasonable range is 1.5 ≤ b ≤ 
10 to reflect impatient to patient searcher; we use 2 to reflect impatient searchers or 
time-constrained task scenarios. 

• The rank-based query discount – the log base bq: we believe that a reasonable 
range is 1.5 ≤ b ≤ 10 to reflect impatient to patient searchers; we use 4 to reflect a 
impatient searchers or time-constrained task scenarios. 

• Stopping – gain vector length: when looking at the effectiveness of queries by their 
rank, we examine the top-100. When we analyze the gain of an entire session, we 
concatenate the top-10 of each query in sequence, assuming that a searcher would 
rather switch to reformulation than continue scanning beyond 10 documents. 

We test only some value combinations in the present study. 

3.2   Effectiveness by Query Order  

Most searchers quit after finding one reasonably good result; only a few continued 
beyond that point: sometimes they found more (or the same) relevant documents. This 
searcher behavior is shown clearly in Figure 1, which compares the discounted aver-
age gain of the last query in each session (LQ) to the average of the preceding ones 
(Non-last Q) in Systems 1 and 2. Until their last query the searchers gain little. The 
last query for searchers in System 2 tends to be somewhat better than in System 1. 
The last query performance levels off at rank 20 in both systems. The last query was 
nearly always the best – but not always; a corresponding analysis could be made on 
the best query of each session, but this does not change the basic result.  

The initial query performance suggested by Figure 1 seems poor from the labora-
tory IR perspective. However, laboratory IR tests typically employ verbose, well-
specified topic texts for automatic query construction whereas our sample data  
reflects real life: human professionals performing a typical search task as best they 
can. There are many possible explanations for the initial queries not delivering rea-
sonable results. We observed the following problems in our study:  

• Errors in using the syntax of the underlying search engine. Capitalizing a search 
key that is not a proper name when the engine is sensitive to capitalization. 

• Using search keys that do not cover the topic appropriately or from the right angle. 
• Applying an attribute/metadata based filter (e.g., location criterion) that was too re-

strictive when combined with content keywords. 
• Incorrect controlled metadata value (e.g., wrong value for information type). 

Other common reasons include typos, overly specific query formulations (which 
may return nothing), and far too broad formulations (which are too sparse for relevant 
documents) – all of which would require query reformulations. sDCG makes such 
performance variations visible. It shows the magnitude of the gain change due to re-
formulation and suggests which reformulation to focus on in the analysis. Thus sDCG 
helps us to analyze which initial formulations and reformulations work best. The 
query sequence discount penalizes systems that require more queries than others. 
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Fig. 1. Average session-based discounted query gain for last vs. non-last queries in Systems 1 
and 2 across sessions (b=2; bq=4) 
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Fig. 2. Session performance by normalized sDCG based on concatenated Top-10 results aver-
aged across all sessions in Systems 1 and 2 (b=2; bq=4) 

3.3   Effectiveness by Sessions 

In order to analyze the effectiveness of sessions in the two systems, we now represent 
each session by concatenating the discounted gains from each query result. This al-
lows the analysis of individual sessions as well as of average sessions across searchers 
using a specific system. Having relevance assessments by an external judge allows us  
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to analyze the gain vectors up to the last ranks of query results. Thus we may examine 
performance differences, assuming that the searchers would have scanned Top-X 
documents, regardless of whether they did in the actual experiment.  

In order to normalize concatenated sDCG vectors, one needs the corresponding 
ideal vector and an approach to handle duplicate results. When the searchers are as-
sumed to scan Top-X documents of each query in a sequence, we propose the ideal 
sDCG vector to be constructed as follows: First one constructs the ideal vector (see 
appendix) for a single query. Second, the Top-X components of this ideal result are 
concatenated n times to represent a query sequence of n queries of a session. Each re-
peated result is discounted using formula (1). This is justified because, in an ideal 
situation, the searcher issues only one optimal query, which retrieves sufficiently 
many relevant documents in the optimal order.  Each new query in a real session is 
another attempt at the ideal result. Some documents are, however, returned multiple 
times by different queries in a session. One must therefore decide whether to cumu-
late value only the first time a document is returned or every time it is returned. In or-
der to compare systems, and because of using the reference judgments, we chose the 
latter option because, in our study, some searchers overlooked relevant documents in 
early queries but recognized them in later ones and each appearance of such a docu-
ment is a chance provided by the system for the user to recognize it. 

Figure 2 reports normalized average performance analyses for concatenated Top-
10 query results. In Figure 2, each lot of 10 ranks along the X-axis represents the dis-
counted and normalized Top-10 sDCG of one query, from Q1 to Q11. The gains are 
summed progressively so that the gain for Qn represents the total gain (in the Top-10 
ranks of each query) from the beginning of the session.  If a searcher stops at Qn then 
the gain for that session is held constant up to Q11, i.e., no more gain is amassed. We 
see that across all the sessions, System 2 has better average performance.  

Figure 3 shows a clear trend in the data for one subset, Scenario D, with session 
length up to 6 queries. There are two pairs of graphs, the upper ones representing con-
catenated sDCG results averaged across all sessions for Scenario D and the lower 
ones representing the same for the subset of sessions issuing at least 4 queries.  We 
did not normalize the data because all the queries are for the same scenario and there-
fore share the same ideal vector.  It is clear that multi-query sessions are initially very 
ineffective. Graphs of the kind reported in Figure 3 may be created for any number of 
queries in a session and any query results length of interest. Additionally, one may 
experiment with the discounting parameters and observe their effects. Such graphs 
also show the performance up to n queries for any number of queries less than the fi-
nal query.  

Figure 4 displays some raw data, individual session performance by concatenated 
Top-10 results up to six queries in System 1 and across all 15 sessions of one search 
scenario. We have padded short sessions to the same length. When each graph turns 
horizontal, the searcher most often quit searching (and only sometimes found nothing 
more). We have not marked the actual quitting points on the graphs. This figure 
clearly demonstrates the great variability among sessions and that the last query was 
far more effective than earlier ones.  Such a display is a very useful tool early in the 
evaluation at the individual session level.  
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Concatenated Top-10 Results: Average sDCG in Scenario D
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Fig. 3. Session performance by concatenated Top-10 results averaged across all sessions of 
Scenario D in Systems 1 (S-1-T-10) and 2 (S-2-T-10) and across the sessions that constructed 
at least four queries (S-1-T-10/4Q and S-2-T-10/4Q)  (b=2; bq=4) 

sDCG in Individual Sessions, Top-10, System 1
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Fig. 4. Individual session performance by concatenated Top-10 results in System 1 across all 15 
sessions, Scenario D (b=2; bq=4) 

4   Discussion  

Standard single query metrics, such as MAP, and interactive metrics, such as instance 
recall, are insufficient when IR systems and interaction are studied from a more real-
istic session-based perspective. We extended the Discounted Cumulated Gain metric 
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(DCG) [5] to a session-based sDCG metric by applying a query discount over a se-
quence of queries. The salient features of the new metric are:  

• It uses graded relevance assessments and can reward highly relevant documents. 
• It supports experimentation with relevance weighting from liberal, flat weights to 

sharp weighting of highly relevant documents. 
• It supports experimentation using document and query discounts that can adjust the 

gain of documents retrieved late in a query or session. This supports modeling of 
various searcher/task scenarios regarding searcher impatience vs. persistence and 
regarding task/context dependent constraints and time limitations. 

• For individual sessions, it supports identifying unsuccessful and successful refor-
mulations, aiding searcher behavior analysis and system development. 

• By selecting the assumed result scanning length (or recording observed searcher 
behavior) before stopping, it supports representing entire sessions by gain vectors 
that can be compared to each other or to ideal performance. 

• sDCG can be normalized for comparisons across search scenarios. However, direct 
or averaged comparisons without normalization may be very informative as well 
and normalization is unnecessary when all queries are for the same scenario. 

The sDCG metric and its application may appear complex compared to standard IR 
testing. This is unavoidable. Involving users and multiple query sessions introduces 
new variables into the test setting. The document and query discount parameters are 
important for realism because initial queries may not be successful and searching time 
may be limited. The new parameters allow assessing performance over a range of 
searcher/task scenarios. The complexity is a strength that allows bringing realism to 
evaluation and does not assume that all searchers or contexts are alike. Setting the pa-
rameters in each evaluation case depends on the evaluation purposes and should be 
based on relevant findings on searcher behavior or simulation scenarios exploring a 
range of searcher behaviors. 

Initial queries may fail due to the widely known vocabulary problem. Our data 
shows that domain professionals have different interpretations and, consequently, 
construct differently behaving queries – even when facing the same scenario. This 
does not happen when the topics of test collections are used directly as queries. Using 
the sDCG we can evaluate systems and interfaces that may or may not be helpful in 
supporting good queries. For example, a plain engine with a keyword search box may 
be excellent in ranking documents for any given query. However, a domain specific 
interface may support the searcher in (re)formulating a much better query.  New tools, 
such as sDCG, are essential for evaluating such interfaces. 

sDCG can accept relevance scores derived from users, from independent relevance 
assessors, or from pre-existing test collections.  For concatenating top-N results, there 
are three important issues to consider: 

• Scanning length: In this study, we assumed most users consider the top ten results.  
Ideally we want to know how far each user scanned each result list, using eye-
tracking data or having searchers mark the last document considered.  Click data is 
a limited surrogate because it doesn’t indicate which documents were rejected 
based on title or summary. 

• Short results lists: Some queries return few or no hits.  Concatenating short results 
lists “as is” ignores the time spent looking at a short or empty list and reformulating 
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the query.  In this study we padded concatenated lists to a fixed length (10) but a hy-
brid approach might be used, assessing a minimum penalty per query. 

• Duplicates:  Documents are often returned multiple times by different queries in a 
session. In truly user-based evaluation, the searcher is free to score duplicates as 
relevant or non-relevant. For example, in our study some searchers overlooked 
relevant documents in early queries but recognized them in later ones. If judgments 
are supplied by external judges or a test collection, this option is not available. One 
must decide whether to cumulate value only the first time a document is returned 
or every time it is returned.  We chose the latter option. 

In the present paper we do not perform statistical testing as we are only using the 
data to illustrate the proposed metric. However, statistical testing may be applied on 
the sDCG findings. Appropriate statistical tests depend on the study design, and the 
sDCG metric may be used in many quite different designs. The final concatenated 
sDCG gain of a session, the sDCG gain of the best or last query, or the average gain 
within a session, are possible choices for evaluation. The final concatenated gain is 
insensitive to early stopping in some sessions, as the gain does not change after stop-
ping. The average gain, i.e., the average position value of an sDCG vector (see [5] for 
the formula), represents the overall performance of all the queries in a session as a 
single number. When averaging gain across multiple search scenarios and using inde-
pendent relevance judgments, normalizing (see Appendix) adjusts for the differing 
number of relevant documents across scenarios and represents performance in the 
range [0, 1] in relation to the ideal. Thence statistical testing is not affected by out-
liers, scenarios returning many highly relevant documents. 
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Appendix 

The cumulated gain at ranked position i is computed by summing from position 1 to i, 
i ≤ 100. By denoting the value in position i in the gain vector G by G[i], the cumu-
lated gain vector CG is defined as the vector CG where: 

CG i[ ]=  G j[ ]
j=1

i∑   (1) 

For example, assuming G' = <3, 2, 3, 0, 0, 1, 2, 2, 3, 0, … > we obtain CG' = <3, 5, 
8, 8, 8, 9, 11, 13, 16, 16, …>.  The DCG metric also allows for weighting the rele-
vance scores.  For example, one can choose to replace the scores 0-3 by the weights 
of 0-1-10-100 to reward retrieval of highly relevant documents.   

We define the vector DCG as follows: 

DCG i[ ]=  G j[ ]/(1 + log
b
i)

j =1

i∑   (2) 

For example, let b = 4. From G' given above we obtain DCG' = <3, 4, 5.67, 5.67, 
5.67, 6.11, 6.94, 8.14, 9.30, 9.30, …>. Note that the formulation is slightly different 
from the original [9] and more elegant. 

The construction of average vectors requires vector sums and multiplication by 
constants. For this, let V = <v1, v2, …, vk> and W = < w1, w2, …, wk> be two vectors. 

V+ W = <v1+ w1, v2+ w2, …, vk+ wk> 

ΣV ∈ ϑ  V = V1 + V2 + … + Vn when ϑ = {V1, V2, …, Vn} 

r*V = <r*v1,  r*v2, … , r*vk> when r is constant 

(3) 

The average vector of vectors ϑ= {V1, V2, …, Vn}, is: 

avg-vect(ϑ) = |ϑ|-1 * ΣV ∈ ϑ V (4) 

Given an (average) (D)CG vector V = <v1, v2, …, vk> for an IR technique, and the 
(average) ideal DCG vector I = <i1, i2, …, ik>, the normalized performance vector 
nDCG is obtained by the function [9]: 

norm-vect(V, I) = <v1/i1, v2/i2, …, vk/ik> (5) 

The ideal vector has the relevance scores of the recall base in descending order. The 
nDCG vector components have values in the range [0, 1], representing the share of 
the ideal discounted gain achieved by the DCG vector V.  
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Abstract. Information retrieval systems have traditionally been eval-
uated over absolute judgments of relevance: each document is judged
for relevance on its own, independent of other documents that may be
on topic. We hypothesize that preference judgments of the form “doc-
ument A is more relevant than document B” are easier for assessors to
make than absolute judgments, and provide evidence for our hypothesis
through a study with assessors. We then investigate methods to evaluate
search engines using preference judgments. Furthermore, we show that
by using inferences and clever selection of pairs to judge, we need not
compare all pairs of documents in order to apply evaluation methods.

1 Introduction

Relevance judgments for information retrieval evaluation have traditionally been
made on a binary scale: a document is either relevant to a query or it is not.
This definition of relevance is largely motivated by the importance of topicality
in tasks studied in IR research [1].

The notion of relevance can be generalized to a graded scale of absolute judg-
ments. Järvelin and Kekäläinen [2] proposed doing so to identify very relevant
documents in addition to relevant and non-relevant documents. They developed
the discounted cumulative gain (DCG) measure to summarize performance tak-
ing into account both graded relevance and greater importance for items re-
trieved at the top ranks. DCG has been used to evaluate web search applications
where the first few results are especially important. In web search applications,
factors other than topical relevance, such as quality of information, quality of
display, or important of the site, are often included in assessing relevance.

Although evaluations over graded relevance allow for finer distinctions among
documents, adopting graded relevance has two significant drawbacks. First, the
specifics of the gradations (i.e. how many levels to use and what those levels
mean) must be defined, and it is not clear how these choices will affect relative
performance measurements. Second, the burden on assessors increases with the
complexity of the relevance gradations; when there are more factors or finer
distinctions to consider, the choice of label is less clear. High measured levels of
disagreement on binary judgments [3] suggests the difficulty of the problem.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 16–27, 2008.
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When measurement is difficult in practice or not completely objective, judg-
ments of preference may be a good alternative [4]. Instead of assigning a relevance
label to a document, an assessor looks at two pages and expresses a preference
for one over the other. This is a binary decision, so there is no need to determine
a set of labels and no need to map judgments to a numeric scale.

Of course, using preference judgments poses a new set of questions: how do
we use preference judgments to evaluate a search engine? The number of pairs
of documents is polynomial in the number of documents; will it be feasible to
ask for judgments on every pair? If not, which pairs do we choose? But these
questions are more amenable to empirical investigation.

There is another advantage to direct preference judgments: algorithms such
as RankNet [5] and ranking SVMs [6] are trained over preferences. Sometimes
preferences are obtained by inference from absolute judgments [5]. By collecting
preferences directly, some of the noise associated with difficulty in distinguish-
ing between different levels of relevance may be reduced. Additionally, absolute
judgments result in ties in inferred preferences; direct preferences may allow
more data to be used for training.

In this work we follow three successive lines of investigation. First, we compare
assessor agreement and time spent per judgment for preference and absolute
judgments. Next, we consider the evaluation of search engines when judgments
are preferences. Finally, we look at focusing assessor effort to collect sufficient
preferences to be able to compare search engines accurately.

2 Previous Work

The idea of pairwise preference judgments has not been explored much in the IR
literature. When the idea of preference judgments has arisen, the practice has
typically been to infer preferences from existing absolute judgments (e.g. [7,8]),
sidestepping questions about collecting preferences directly.

The most closely related previous work is that of Joachims, who first hy-
pothesized that a click could be treated as a preference judgment (the document
clicked being preferred to all ranked above it) [6], then used an eye-tracking study
to verify that hypothesis [9]. Neither work touched on questions of evaluation.

Buckley and Voorhees’s bpref evaluation measure [10] is calculated by sum-
ming the number of relevant documents ranked above nonrelevant documents. It
suggests the idea of preferences, but it is defined over absolute judgments. The
calculation of bpref entails inferring that each relevant document is preferred to
every nonrelevant document, but all the relevant documents are “tied”: none is
preferred over any other.

Mizzaro has proposed measures of assessor agreement for both absolute and
preference judgments [11], but we could find no work that empirically evaluated
whether assessors tend to agree more on one or the other as we do here.

In a study that lends support to this work, Rorvig made the case for preference-
based test collections using an idea from mathematical psychology known as
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“simple scalability” [12]. He argued that, despite their high cost, preference judg-
ments are an imperative for tasks for which the goal is to find highly-relevant doc-
uments. Rorvig showed that necessary conditions for the application of simple
scalability held in practice, but we were unable to find any follow-up studies on
preferences versus absolute judgments.

Thus to the best of our knowledge this is the first comparison of absolute
judgments versus preference judgments in terms of assessor performance. It is
also the first investigation into making preference judgments cost-effective by
reducing the total number needed for evaluation of search engines.

3 Assessor Study

Our study investigated whether preferences are “easier” to make than absolute
judgments by measuring inter-assessor consistency and time spent on each judg-
ment. All judgments will be made on web pages retrieved by the Yahoo!, Google,
and Microsoft Live search engines.

We compared three types of judgments: (1) absolute judgments on a five-point
scale (Bad, Fair, Good, Excellent, Perfect); (2) binary preference judgments as
described above; and (3) a stronger version of preference judgment in which the
assessor can additionally say that he or she definitely preferred one page over
another. To mitigate against assessors abstaining from hard decisions, neither
preference type allowed an “equal” or “same” judgment.1

3.1 Experimental Design

Measuring agreement requires that each query be seen by at least two different
assessors for each of the three judgment types. Since an assessor cannot see the
same query twice, we needed at least six assessors. Requiring that each assessor
see every query imposed the constraint that assessors could not enter their own
queries; the implications of this will be discussed in the next section.

Judging Interfaces. We designed interfaces for each of the three judgments
types. Screenshots for two of them are shown in Figure 1; the binary preference
interface is identical to Figure 1(b) but excludes the “Definitely Here” buttons.

The query was shown at the top of the screen. If the assessor did not under-
stand the query, he or she could obtain context by clicking on the magnifying
glass button to see snippets from the top 20 web pages retrieved by a search
engine. The order of these pages was randomized so as not to influence the
assessor’s judgments.

We allocated the same area to each web page in all three interfaces, regardless
of whether one or two pages were shown. We highlighted the query terms that
we found in a simple parse of the web page to make it easier for the judge to
find relevant content.
1 A followup study that included a “duplicates” judgment on pairs showed results

consistent with those described in the next section.
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(a) Absolute judgments.

(b) Preference judgments.

Fig. 1. Screenshots of the judgment interfaces

Queries. We sampled 51 queries from Microsoft’s Live Search query logs. We
chose queries that had previously been judged for the purpose of assessing search
engine quality; in particular, we selected a biased sample that had some diversity
in existing judgments, but was in other respects random. Some of the queries
had clear intent, but most were vague, underspecified, or had myriad possible in-
tents. The queries can generally be considered “informational”; examples include
“andie mcdowell”, “binghamton”, “soda pop and oral hygiene”.

Assessors. The six assessors were Microsoft employees. All assessors had back-
grounds in information retrieval or related fields and had experience in judging
web pages for relevance.

Web Pages. For each query, we took the top five web pages retrieved by three
large search engines. The number of unique pages for a query depended on
the diversity of results retrieved by the engines: if all three retrieved the same
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documents, there would only be 5 pages to judge, but if they all retrieved different
documents, there would be 15 pages. There were on average 11.9 unique pages
per query, indicating a high degree of diversity among the top ranked results.

We did not remove web pages that had duplicate content but different URLs.
We made this decision because there were some cases in which the URL provided
some valuable additional information that helped judge relevance. For example,
one query specified a product number. Two identical pages about the product
were retrieved. Neither page contained the product number, but it was part of
one of the URLs. It is important to note, however, that this will be the source
of some disagreements in the preferences judgments.

In order to avoid time delays or temporary internet outages, we pre-captured
web pages by saving images of them to disk. This also guaranteed that the pages
were saved at a fixed point in time and the experiment could be reproduced.

Judgments. As shown in Figure 1, the three interfaces had buttons along the
top for judging documents, as well as a “Bad” button at the top left of the dis-
played web pages (in the same location relative to the web page for consistency).
In the preference interface, a “Bad” judgment could be used for pages that were
clearly not relevant, had not been properly loaded, or were spam. A page labeled
“Bad” would not be seen again for any subsequent preference judgment.

We gave assessors guidelines explaining differences between relevance labels.
The guidelines included the topicality of the page as well as the ease of finding
relevant content on the page, trust in the domain, the likelihood that the page
reflects the intent of the query, and so on. Assessors used the same guidelines
for both absolute and preference judgments.

We fixed pages in a random order prior to any judging. Assessors made ab-
solute judgments in that order. For preference judgments, the first two pages in
the fixed order were presented first. The next judgment retained the preferred
page and asked for its preference over the next page in the fixed order. When all
comparisons involving the preferred page were exhausted, judgments restarted
with the next two pages in the fixed order.

3.2 Results and Analysis

Agreement. There are two types of agreement: agreement between two asses-
sors over all judgments, or agreement about each judgment over all assessors. We
chose to look at the latter in an attempt to average out differences in expertise,
prior knowledge, or interpretation of the query.

Agreement for absolute judgments is shown in Table 1. Each cell (J1, J2) is
the probability that one assessor would say J2 (column) given that another said
J1 (row). They are normalized by row, which is why columns do not add to
1. The percentage of pages with each label is 20%, 28%, 25%, 25%, 2%, for Bad,
Fair, Good, Excellent, and Perfect, respectively.

Agreement for preference judgments is shown in Table 2(a). For comparison,
we inferred preferences from the absolute judgments: if the judgment on page A
was greater than the judgment on page B, we inferred that A was preferred to B.
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Table 1. Assessor agreement for absolute judgments

Bad Fair Good Excellent Perfect Total

Bad 0.579 0.290 0.118 0.014 0.000 221
Fair 0.208 0.332 0.309 0.147 0.003 307
Good 0.095 0.348 0.286 0.260 0.011 273

Excellent 0.011 0.167 0.264 0.535 0.022 269
Perfect 0.000 0.042 0.125 0.250 0.583 24

Table 2. Assessor agreement for actual (a) and inferred (b) preference judgments

A < B A, B bad A > B Total

A < B 0.752 0.033 0.215 2580
A, B bad 0.208 0.567 0.225 413
A > B 0.201 0.034 0.765 2757

(a) Preferences.

A < B A, B bad A > B Total

A < B 0.657 0.051 0.292 2530
A,B bad 0.297 0.380 0.323 437
A > B 0.278 0.053 0.669 2654

(b) Inferred preferences.

Table 3. Assessor agreement for definite preference judgments

A � B A < B A, B bad A > B A � B Total

A � B 0.247 0.621 0.000 0.132 0.000 219
A < B 0.059 0.661 0.043 0.221 0.015 2288

A,B bad 0.000 0.244 0.453 0.300 0.002 406
A > B 0.012 0.212 0.051 0.670 0.055 2389
A � B 0.000 0.180 0.005 0.680 0.134 194

To compare to true preferences, we had to assign some preference to pairs of
pages that were given the same label (“ties”). Table 2(b) gives results when the
assigned preference is random (i.e. the expected value of a coin flip), simulating
an assessor that makes a random judgment about which of two similar pages is
preferred.

Statistical significance between Tables 2(a) and 2(b) can be measured by a
χ2 test comparing the ratio of the number of pairs agreed on to the number
disagreed on for both preferences and inferred preferences. The difference is
significant (χ2 = 143, df = 1, p ≈ 0).

We can also explore redistributing ties at different rates to model different
levels of agreement. Up to about 70% agreement on ties, true preference agree-
ment is still significantly greater than inferred preference agreement. Above 80%,
inferred preference agreement is significantly greater.

Agreement for the two-level “definite” preferences is shown in Table 3. Asses-
sors do not appear to have been very consistent in their use of the “definitely”
judgment. When the definite judgments are pooled together with the preference
judgments (i.e. A < B and A � B treated as identical), the agreement is slightly
less than in Table 2(a), but more than Table 2(b).
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Table 4. Median seconds per judgment by each assessor in each interface

Preference Definite Absolute Overall

Assessor 1 3.50 3.41 7.96 3.70
Assessor 2 3.24 3.67 6.12 3.55
Assessor 3 2.35 2.82 5.56 2.82
Assessor 4 4.13 4.30 8.78 4.71
Assessor 5 2.72 3.30 8.20 3.17
Assessor 6 2.09 2.40 3.21 2.31

Overall 2.87 3.15 6.33 3.23

Time. Table 4 shows the median number of seconds spent on each judgment
by each assessor for each interface, along with overall medians for each assessor
and for each interface.2 Absolute judgments took about twice as long to make
as preferences. As the table shows, there was little variance among assessors.

Two main variables affect the time it takes to judge a page or a pair of pages:
time spent reading the page(s) and time spent deciding on the correct judgment.
One reason that preferences could be faster is that the assessor “memorizes” the
page, or at least forms an impression of it, so that he or she does not have to
re-read it each time it appears. If this were the case, judgments would get faster
as each document had been seen.

To investigate this, we looked at the time each assessor spent making a judg-
ment the first time the page was shown. For the preference, definite, and absolute
judgments, the median time spent on a judgment when seeing a document for
the first time was 3.89, 5.40, and 6.33 seconds, respectively. Thus it seems that
making a preference judgment is faster than making an absolute judgment even
after taking reading time into account.

Additional Analysis. The “context search” button, which allowed assessors
to see twenty search results, was used a total of 41 times, slightly under once
per seven queries. There was no correlation between the judgment interface and
use of context search.

After each query, assessors were presented with a feedback page to report their
confidence in their judgments and their understanding of the query on a scale of
1 to 5, with 1 being least confident and 5 most. The median for both questions
was 4, and despite not having “ownership” of queries there was no significant
correlation between confidence and time spent judging.

4 Evaluating Engines

With preference judgments, standard evaluation measures like average precision
and DCG can no longer be used. We must develop new evaluation measures.

2 Median is reported instead of mean due to hours-long outlying inter-judgment times
that skewed the means upward.
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Table 5. Comparisons between evaluation measures defined over absolute judgments
and measures defined over preferences

NDCG ppref wpref

DCG 0.748 0.485 0.584
NDCG 0.662 0.738
ppref 0.950

(a) Correlation between evalua-
tion measures.

NDCG ppref wpref

DCG 1.000 0.873 0.866
NDCG 0.873 0.866
ppref 0.941

(b) Agreement on system differ-
ences.

A simple but intuitive measure is the proportion of pairs that are correctly
ordered by the engine. We call this “precision of preferences” or ppref for short.
More formally, over all pairs of pages i, j such that i is preferred to j by an
assessor, ppref is the proportion for which the engine ranked i above j. If neither
i nor j is ranked, ppref ignores the pair. If i is ranked but j is not, ppref considers
i to have been ranked above j.

The pairs in ppref can be weighted for a measure we call wpref. We use a
rank-based weighting scheme: for pages at ranks i and j such that j > i, let
the weight wij = 1

log2(j+1) . wpref is then the sum of weights wij over pairs i, j

such that i is preferred to j and the rank of i is less than the rank of j. The
normalizing constant is the sum of all weights wij .

4.1 Results

We compared evaluations between four different measures: DCG, normalized
DCG (NDCG), ppref, and wpref. A common formulation of DCG is DCG@k =
∑k

i=1

(
2reli − 1

)
/ log2(i + 1) [5], where reli is the relevance of the document at

rank i. NDCG@k is DCG@k divided by the DCG of the top k most relevant
documents ranked in descending order of relevance.

DCG and NDCG were calculated over both sets of absolute judgments ob-
tained for each query. Since assessor disagreement could be a source of variance
in a comparison between absolute measures and preference measures, we calcu-
lated ppref and wpref over the preferences inferred from the absolute judgments.

Pearson correlations among the four measures calculated for each query are
shown in Table 5(a). The absolute-based measures correlate well, and the
preference-based measures correlate well. The correlation between wpref and
NDCG is nearly as high as the correlation between DCG and NDCG.

We can also measure “agreement” among the measures in determining whether
one system is better than another. We calculate each measure for each query and
each system, then look at the sign of the difference between two measures on each
query. If both measures say the difference is positive or negative, they agree; oth-
erwise they disagree. As Table 5(b) shows, the measures agree at a fairly high rate,
though preference measures agreemore with each other than they do with absolute
measures.
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5 Efficient Judging

One of the biggest obstacles to the adaption of preference judgments, is that the
number of document pairs increases polynomially with the number of documents.
Although we had at most 15 documents for any query (105 preferences), in a
large-scale evaluation there would likely be dozens or hundreds, as pages are
drawn from different engines and different test algorithms. A polynomial increase
in the number of judgments means much greater cost in assessor time, no matter
how much faster assessors are at judging. In this section we look at ways to reduce
the number of judgments required.

5.1 Transitivity

If assessors are consistently transitive, the full set of judgments is not necessary;
this is the idea behind comparative sorting algorithms such as heapsort. The
rate of growth in the number of comparisons needed by these algorithms is in
O(n lg n), much slower than the O(n2) growth rate of all comparisons.

To evaluate transitivity, we iterated over all triplets of documents i, j, k in
each set of preference judgments. We counted the number of times that, if i was
preferred to j and j was preferred to k, the assessor also preferred i to k.

Transitivity holds for over 99% of triplets on average. Each individual assessor
was consistently transitive at least 98% of the time. This suggests we can use
a sorting algorithm with a minimum of information loss, and possibly improve
assessor consistency at the same time. This agrees with Rorvig’s finding that
preference judgments of relevance are transitive [12]. Figure 2 shows the O(n lg n)
growth rate compared to the O(n2) rate.

5.2 “Bad” Judgments

In Section 3 we discussed the use of “Bad” judgments in the preference interface.
About 20% of absolute judgments were “Bad”. Since we can reasonably assume
that nothing will be preferred to these pages, we can additionally assume that
every non-”Bad” page would be preferred to any “Bad” page. Therefore each
“Bad” judgment gives us O(n) preferences.

The empirical reduction in judgments by inferring preferences in this way is
shown in Figure 2. At n = 15, this has reduced the number of judgments to about
40 (averaged over all queries and all assessors that were assigned a preference
interface for that query). The average decrease from O(n lg n) over all values of
n is 16 judgments.

The curve appears to be increasing at a rate of n lg n, though it is not clear
what it will do as n continues to increase beyond 15. Presumably increasing
n results in a greater proportion of bad pages, so it may be that the curve
asymptotically approaches a linear increase.
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Fig. 2. Number of judgments made by assessors under different conditions

5.3 Cost-Effective Judgments

Applying transitivity and “Bad” judgments still gives us the full set of preference
judgments, though some are inferred rather than asked of the assessor directly.
There are additional steps we can take to increase the utility of the assessors’
time, and, even with some judgments unmade, still prove that differences be-
tween systems exist on a particular set of queries. This is based on the work
of Carterette et al. [13], who showed that by estimating the utility of a possi-
ble judgment and bounding performance differences, the relative performance of
systems could be determined with very little effort.

Estimating Utility. Each judgment has a particular utility in helping us de-
termine the sign of the difference in a measure over each engine. For example, if
ppref is the measure of interest, and engines E1 and E2 both rank document A
above document B, then whether A is preferred to B or not is of no consequence:
the difference in ppref between the two engines will be the same regardless.

Furthermore, since transitivity holds, each judgment we make may bring addi-
tional transitive judgments along with it. For example, if we have already judged
that A is preferred to B and we are debating whether to next judge (B, C) or
(A, C), we should keep in mind that if we judge B > C, we can infer A > C by
transitivity; likewise, if we judge that C > A, we can infer C > B. As above,
whether these transitive judgments are useful depends on how the documents
are ranked by the systems.

The utility function for a preference measure is:

U(A, B) = p(A > B) · gain(A > B) + p(B > A) · gain(B > A), where
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gain(A > B) = |w1(A,B)sgn (r1(A) − r1(B)) − w2(A,B)sgn (r2(A) − r2(B))|

+
∑

i|B>i

|w1(A, i)sgn (r1(A) − r1(i)) − w2(A, i)sgn (r2(A) − r2(i))|

+
∑

i|i>A

|w1(i, B)sgn (r1(i) − r1(B)) − w2(i, B)sgn (r2(i) − r2(B))|

The sums are over pairs (i, B) such that we had previously judged that B > i
and (i, A) where we had judged i > A. These capture the transitive judg-
ments discussed in the paragraph above. The weights wn(i, j) are set for an
evaluation measure: wn(i, j) = 1 gives the utility function for ppref, while
wn(i, j) = 1/ log2 (min{rn(i), rn(j)} + 1) (where rn(i) is the rank of document i
by system n) produces the utility function for wpref.

Note that the expected utility relies on an estimate of the probability that
A is preferred to B. We assume a priori that this probability is 1

2 . After we
have made some judgments involving A and some judgments involving B, we
may have more information. We can use a simple logistic regression model such
as [14] to estimate these probabilities with no features; the model can easily be
adapted to incorporate any feature.

By judging pairs in decreasing order of utility, we can ensure that after k
judgments we have the most possible confidence in the difference between two
systems. The next question is how big k has to be before we can stop judging.

Early Stopping Rule. Suppose after partially completing judgments, the ppref
of E1 is greater than that of E2 (excluding unjudged pairs). If there is no possible
set of judgments to the remaining pairs that would results in E2 “catching up”,
we can safely stop judging.3

Although it is difficult to determine the exact point at which we are guaranteed
that E1 must be superior to E2, we can easily compute bounds on E1 −E2 that
allow us to stop judging before evaluating all pairs. A very simple bound iterates
over all unjudged pairs and assigns them a judgment depending on how much
they would “help” either engine. If we have a pair i, j such that E1 ranked i
above j but E2 ranked j above i, then we want to know what happens if j is
preferred to i, i.e. that pair helps E2 and hurts E1. We assign judgments in this
way for all pairs, ignoring consistency of judgments. This gives us a loose bound.

The number of judgments that are required to differentiate between systems
after applying dynamic reordering based on expected utility and the early stop-
ping rule is shown in Figure 2. The number of judgments has effectively been
reduced to n on average. Reordering and early stopping can be applied to ab-
solute judgments as well, but the gain is not nearly as dramatic: on average it
results in only 1–2 fewer judgments per query.

Although there is no guarantee our results would continue to hold as n in-
creases, we can guarantee that using “Bad” judgments and transitivity will give
us a slower rate of increase than making all preference judgments, and that using

3 If we need all of the judgments in order to train a ranking algorithm, on the other
hand, we may not want to stop.
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dynamic reordering and the early stopping rule will give us an even slower rate of
increase. Furthermore, utility-based reordering produces that a set of judgments
is maximally useful no matter when the judging effort is stopped.

6 Conclusion

We have performed the first investigation into the direct acquisition of preference
judgments for relevance and the first comparison of preference judgments to ab-
solute judgments. We have also provided a suite of methods by which preference
judgments can become practical to use for evaluation of search engines.

There are several clear directions for future work: choosing the correct evalua-
tion measure for preferences, the robustness of these measures to missing prefer-
ences, and measuring the uncertainty in an evaluation when preferences are miss-
ing are three. Additionally, whether training ranking algorithms over preference
judgments rather than inferred preferences results in more robust performance
is an interesting open question.
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Abstract. Clickthrough data has been the subject of increasing popu-
larity as an implicit indicator of user feedback. Previous analysis has sug-
gested that user click behaviour is subject to a quality bias—that is, users
click at different rank positions when viewing effective search results than
when viewing less effective search results. Based on this observation, it
should be possible to use click data to infer the quality of the underlying
search system. In this paper we carry out a user study to systematically in-
vestigate how click behaviour changes for different levels of search system
effectiveness as measured by information retrieval performance metrics.
Our results show that click behaviour does not vary systematically with
the quality of search results. However, click behaviour does vary signifi-
cantly between individual users, and between search topics. This suggests
that using direct click behaviour—click rank and click frequency—to infer
the quality of the underlying search system is problematic. Further analy-
sis of our user click data indicates that the correspondence between clicks
in a search result list and subsequent confirmation that the clicked resource
is actually relevant is low. Using clicks as an implicit indication of relevance
should therefore be done with caution.

1 Introduction

The behaviour of users as they interact with search systems has long been of
interest to information retrieval practitioners. In particular, even subtle implicit
indications of what users might like and dislike while engaged in a particular
search activity could potentially be exploited to improve both the current and
future search sessions.

With the popularity of web search, an implicit indicator that has received
much attention is clickthrough data, which indicates which items in a search
result list the user clicks. The underlying assumption is that users are able to
infer with some degree of accuracy which items in a list are good candidates
for relevance—those items that are clicked—and which are not. Clickthrough
has been used among other things as a basis for re-ranking result lists [10] and
document expansion [13], as well as a proxy for relevance judgements [2, 11].
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While the notion that click behaviour is indicative of user preferences is intu-
itively appealing, and has in previous work been shown to have some success in
improving search results, many properties of clickthrough data have not been
explored in detail. For example, if click data was an accurate proxy of relevance,
then one might expect to observe significant differences in the click behaviour of
users when engaged in a search task using a highly effective retrieval system with
many relevant answers in the result list, compared with a poor retrieval system.

Previous work has suggested that quality of ranking list does influence user
decisions. Joachims et al. observed two sources of bias in clickthrough data: a
trust bias, and a quality bias [12]. Trust bias arises from the confidence that users
have in a search system producing a sensible ordering of results. This behaviour
is demonstrated through the order in which users view items on a search results
page; in previous work this has been demonstrated to be an increasing function
of rank. In other words, users generally read a result page from top to bottom [11,
19]. While trust bias might vary between different search systems (in which users
could have different levels of confidence), this bias is unlikely to arise across a
single perceived search system. Quality bias arises from the overall quality of
search results; when the top 10 answers of a Google results list are reversed, there
is a statistically significant change in the average rank of a clicked document [11].

Motivated by this result, we carried out a user study to investigate how click
behaviour changes as the underlying quality of the search system is varied in a
controlled way. Such a relationship could be used to try and infer the underlying
quality of a search system directly from user behaviour. The research questions
that we aim to address in this paper are:

1. how does the rank at which users click vary as the quality of the underlying
search system changes (clicked ranks versus precision);

2. how does the frequency with which users click vary as the quality of the
underlying search system changes (click frequency versus precision); and

3. how reliable are user judgements as a proxy for relevance?

2 Related Work

Clickthrough. Two early studies use clickthrough data to alter document rank-
ings; one using weight functions and support vector machines [10], and the other
modifying the vector space model [13]. The underlying assumption that clicks
imply relevance, however, was not investigated in these papers.

Fox et al. [8] examined clickthrough and other user behaviour and found that a
combination of implicit relevance judgements (clickthrough, time spent on search
results page, and how a search session ended) correlated reasonably well with
explicit judgements. Unfortunately, they found that usefulness of clickthrough
as a relevance indicator was limited: only in 39% of instances where users clicked
on a document were they satisfied with the document. In 29% of cases they were
only partially satisfied, while 27% of the time they were dissatisfied.

As discussed in the introduction, Joachims et al. [11, 12] demonstrate trust
and quality bias in clickthrough data. Accordingly, relevance is only unreliably
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deduced from clickthrough alone, but can be much more effective when used
in combination with other user behaviour that may easily be collected along
with clickthrough data, such as at what the position in the result set a click
occurred, what other results the individual users clicked on, and in which order.
So rather than considering clickthrough as absolute feedback, they use additional
information to make relative feedback more robust. They reported around 80%
agreement between the feedback obtained by the clickthrough and the human
judges. This work has been extended by including query reformulation behavior
in the form of query chains to add further insight on whether a click on a result
is an indicator of relevance [16].

Craswell et al. apply random walks on the click graph to improve image
search [6]. Their click graph contains nodes that are images and queries while the
edges represent clicks. By using a Markov random walk, images that have not
been clicked previously for a query can be effectively ranked. Instead of collecting
clickthrough passively and then using this information to re-rank results in later
search sessions for possibly different users, Radlinski et al. [17] gather implicit
feedback in the form of clickthroughs about documents not necessarily ranked
in the top spots. In order to maximise the learning opportunities provided by
users in the form of clickthrough, they re-rank results while not impacting the
quality of rankings significantly.

Agichtein et al. [1, 2] show that taking into account general user behaviour—
in particular the tendency of users to click on the top ranked documents most
heavily with a quickly decreasing frequency when lower ranks are inspected—as
well as clickthrough information can lead to increased quality of rankings. They
also show that by using a whole range of implicit user feedback such as page
dwell time, the precision of rankings can be increased significantly.

Evaluation Metrics. Experimental work in information retrieval typically follows
the “Cranfield” paradigm, where a search system is evaluated by running a set
of queries over a fixed collection. A human judge assesses the relevance of each
document for each query and, based on the position of relevant documents in the
result list, a variety of performance metrics can be calculated. This experimental
framework is also at the core of the ongoing annual TREC conferences [21].
Retrieval metrics are usually based on a calculation of the precision of the search
system (the number of relevant document retrieved as a proportion of the total
number of documents that have been retrieved) and the recall (the number of
relevant documents retrieved as a proportion of the total number of relevant
document for that query). Precision therefore reflects the accuracy of the search
results, while recall reflects the completeness.

The average precision (AP) for a query is the mean of the precision for each
relevant document that is returned in an answer list, where relevant documents
that aren’t found contribute a precision of zero. Mean average precision (MAP)
is then the mean AP over a run of queries. MAP gives a single score for the
overall performance of a retrieval system, and is one of the most widely-reported
retrieval metrics [5]. In our experiments, we control the MAP of a search system
to investigate how click behaviour varies with underlying system performance.
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Precision at cutoff level N calculates the number of relevant documents that a
retrieval system has found out of the top N items in the answer list. Commonly-
reported values of N include 5 and 10; the latter corresponds to the default
behaviour of popular web search engines that return 10 items per answer page.

User Behaviour and Search Performance. Several other studies have used the
idea of controlling the precision of lists presented to users in order to observe
behaviour in certain scenarios. Allan et al. [3] compared the performance of users
of different retrieval systems at carrying out a passage-based question answering
task. Their study investigated systems with different performance levels mea-
sured by the bpref metric (bpref has been proposed as an alternative to MAP for
search scenarios where complete relevance judgements are not available). Their
analysis showed that statistically significant differences in user performance do
not occur over a broad range of system bpref levels; for easier topics, there were
significant effects between bpref levels of 0.5 and 0.6, while for harder topics
there were significant effects at bpref of 0.90 and 0.98.

Turpin and Scholer [18] investigated user performance on simple web search
tasks, considering the time that a user takes to find a relevant document, and
the number of relevant documents that a user can find within 5 minutes, across
search systems operating at MAP in the range of 0.55 to 0.95. Results indicated
that MAP level has no significant relationship with the time taken to find the
first answer (a precision-oriented task), while there is a weak relationship with
a recall-oriented task.

3 User Study

To investigate how the click behaviour of searchers varies as the quality of the
underlying information retrieval system changes, we conducted a user study
based on those used in previous papers [18]. The level of system performance
is controlled, and user click behaviour is analysed based on click ranks (the
positions in search results lists at which users view documents) and the click
frequency (an aggregate of how many items users choose to view).

The different levels of system performance are expected to introduce a quality
bias in clickthrough data; recall that quality bias refers to a change in click
behaviour that arises as the result of differences in the quality of the ranking of
search results [11]. Click behaviour may also be subject to trust bias; however,
all of our users interact with what is (to their view) the same search system.
Therefore, any trust bias would be the same across users and topics, and should
not lead to differences in observed click behaviour.

Collections and Topics. Our study aims to investigate searcher behaviour in a
web search setting. We therefore used the TREC WT10g collection, a 10 GB
crawl of the Web in 1997 [4]. This collection was used for ad hoc retrieval in the
TREC 9 and 10 Web tracks, and has 100 associated search topics and corre-
sponding relevance judgements (topics 451–550). TREC topics have three com-
ponents: a title field consisting of a few keywords that represent the information
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need; a description field giving a one-sentence explanation of the topic; and a
narrative that further specifies what makes a document relevant for the topic. In
our experiments, we investigate how click behaviour varies under different levels
of search system effectiveness; we focus on controlling the level of MAP (defined
in Section 2). To construct answer lists that include high levels of this metric,
large numbers of relevant documents are required. We therefore use the 50 topics
with the highest number of available relevance judgements for our search task.

Subjects. A total of 30 experimental subjects (the users of our search systems)
were recruited from RMIT University, including a mixture of undergraduate and
postgraduate students with a median age of 23. All subjects provided written
informed consent, and the research was conducted under the guidelines of the
RMIT Human Research Ethics Committee.

Participants were asked to complete a pre-experiment questionnaire, to es-
tablish their familiarity with online searching. Most users were very experienced
with electronic search systems, including web search engines, with a mean rat-
ing of 4.7 on a scale of 1 (no experience) to 5 (a great deal of experience). The
mean frequency of conducting a search was one or more times a day. Users also
indicated they strongly enjoy carrying out information searches (a mean rating
of 4.2 on a scale of 1–5).

Search Systems. To investigate the effect of system effectiveness on click be-
haviour, we control the level of system performance as measured by mean average
precision (MAP). Based on the findings of Allan et al. [3], which suggested that
the impact of varying system performance would only be likely to have an impact
at high levels, we created search systems with MAP levels of 55%, 65%, 75%, 85%
and 95%. To control the average precision (AP) of a system for a single query,
we constructed answer lists, based on the available TREC relevance judgements.
Relevant and irrelevant documents were chosen randomly from the judgements
file so that the required level of AP was achieved. 200 such lists were created for
each system and topic combination. Therefore, a user could enter more than one
search query for a single topic, and be served with lists of a consistent AP level.
The MAP of a system-topic combination is therefore the same as the AP of a sin-
gle list. We note that, since we were investigating high levels of MAP, there are
many relevant documents that occur towards the start of the search result lists.

Since we are interested in investigating click behaviour in a web search en-
vironment, the search interface presented to users was modelled closely on the
interfaces of popular web search engines such as Yahoo! or Google. Queries are
entered into a simple text-box input field in a web browser, and a list of 100
answer resources is returned. Answer list entries consist of the document title,
which is a hyperlink leading to the underlying resource. Together with each title,
a short query-biased summary is displayed. The summaries are pre-generated,
using the title field of each search topic as the query terms. The summaries
consist of up to three sentences containing query terms; more weight is given to
sentences that contain a greater number of query terms, and where query terms
occur in closer proximity to each other [20].
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Experimental Setup. Users in our study were asked to carry out a traditional
web search task: given an information need, find documents that contain relevant
information. Users were given 5 minutes to find as many relevant documents as
possible. To reduce ordering effects, any document that contained information
contributing to the resolution of the information need was to be considered
relevant, even if it contained information that had been seen before.

The user study followed a balanced design, to control for confounding factors
such as user learning and order effects. Each subject conducted searches for 50
topics. However, due to unanticipated browser use, a small number of topics and
sessions had be removed from the final analysis. This resulted in each system-
topic pair being used an average of 4.9(±0.1) times, with a mean number of
users per topic of 24.3(±3.4).

A search session proceeded as follows: first, a user was presented with an
information need, consisting of the description and narrative field of a TREC
topic. The user then had five minutes to interact with a search system (of a
specific AP level, unknown to the user), identifying as many relevant documents
as possible. In response to a user query, an answer list of the appropriate AP level
was randomly selected from the pool of 200 lists created for each topic-system
combination, and displayed. Users could browse the answer list, and view the
underlying documents by clicking hyperlinks in the document title; this would
open the document in a new window. After viewing a document, a user could
choose to save it as being relevant to the information need using a save button,
or simply close the document if it is not relevant. All interactions with the search
system, in particular all clicks and views of documents, were stored in a log file
and subsequently analysed.

4 Clicked Ranks Versus Precision

We first investigate whether the rank position at which users click is affected by
the quality of the underlying search system that is being used. Figure 1 shows a
boxplot of the system MAP level against the rank position at which users clicked
on answer resources. For all boxplots used in this paper, the box shows the data
falling between the 25th to 75th percentile, with the median indicated by a
solid black line. Whiskers show the extent of the data range, and outlier values
are shown as individual points. A multifactorial analysis of variance (ANOVA)
indicates that there is no statistically significant relationship between the rank
at which users click and the MAP level of the search system used (p > 0.1).

A similar lack of difference is observed when evaluating the clicked rank
against system performance as measured by precision at 10 documents retrieved,
as shown in Figure 2 (p > 0.1). We note that there are no observations for P@10
below the level of 0.4; this is due to the construction of our lists, which were
designed to correspond to particular MAP levels. It is therefore possible that
click behaviour might differ for very low levels of this metric. However, the re-
sults demonstrate that for a large range of system quality as measured by P@10,
changing the proportion of relevant documents in the top ranks of a search
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Fig. 1. Rank of the clicked documents for different systems. The x-axis shows the MAP
value of systems according to TREC judgments.
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Fig. 2. Rank of the clicked documents for different system performance levels as mea-
sured by P@10. The x-axis shows the percentage of the top ten documents that are
relevant according to TREC judgments.

results list has no impact on the overall rank position at which users click when
viewing results.

As the users interacted with our search systems, for each document that a user
viewed from a result list, they made a decision as to whether the document is rel-
evant to the information need. An alternative way of viewing the level of system
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Fig. 3. Rank of the clicked documents for different system performance levels as mea-
sured by P@5-clicked. The x-axis shows the percentage of the top five clicked documents
that users explicitly judged as relevant. In the rightmost bar, all the top five clicked
documents are detected to be relevant by users.

effectiveness is therefore to calculate the precision based on explicit user rele-
vance judgements only, rather than TREC relevance judgements. Figure 3 shows
the rank position at which users clicked for different levels of “P@5-clicked”; that
is, the precision is calculated from explicit user judgements for the top 5 clicked
documents. The results again show no relationship between the level of system
effectiveness and the rank position at which users click; there is no significant
difference in the average click rank across all levels of user judgement-derived
P@5-clicked (p > 0.1).

The lack of difference in the average clicked rank across starkly different levels
of search system effectiveness is surprising. One possible explanation would be
that click behaviour is subject to significant biases so that all systemic variation
is hidden. If this was the case, we would also expect that there are no differences
in click rank for other effects, such as between topics or between users. We
therefore investigated how the clicked rank varies between topics. A boxplot
of clicked rank for each search topic is shown in Figure 4, sorted by average
clicked rank. ANOVA results indicate that there are highly significant user effects
(p < 0.0001). A subsequent Tukey Honest Significant Differences test indicates
65 significant pairwise differences (p < 0.05). There are therefore strong and
numerous differences in the average click rank between topics.

Possible user effects may also be present; the clicked ranks by individual users
are shown in Figure 5. Again, ANOVA results indicate that there are significant
differences in click ranks between users (p < 0.0001). A subsequent Tukey Honest
Significant Differences test shows 110 significant differences (p < 0.05). Clicking
behaviour varies strongly from user to user.
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Fig. 4. The average rank of clicked documents across different topics
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Fig. 5. The average rank of clicked documents across different users

5 Click Frequency Versus Precision

User click behaviour can be summarised in aggregate by two main measures:
the rank at which users click, and the overall frequency with which users click.
In general, we expect that a good search system (that is, one that returns a
better result list) would demonstrate a higher click frequency, as the result of
two complementary effects. First, a better result list will have more relevant
answer documents near the start of the list; therefore, users need to spend less
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time reading down the list, and in a time-constrained search task, they would
therefore have the opportunity to click on more items. A second, related, effect
is that in a better result list, there are simply more “good” answer documents
to look at. We compared the average click frequency of different search systems
based on their MAP levels. According to our observations, the frequency remains
largely invariant as the MAP level changes; an ANOVA detects no statistically
significant differences (p > 0.1).

We also investigated the variation of the average click frequency for systems
with varying levels of P@10. Again, the frequency is stable across different levels
of search system effectiveness, and ANOVA detects no significant differences
(p > 0.1).

6 User Judgments as a Proxy for Relevance

There is much interest in the IR community about using clickthrough data as an
indication of relevance, either directly, or to generate preference relations. We
therefore investigate the reliability of using clickthrough data as an indication
of relevance, based on the data from our user-study.

Overall, our experimental subjects clicked 3,778 times in the answer lists.
Each click would bring up a document, and lead to a subsequent decision about
whether to save the document (because it contains relevant information), or
to discard it. 1,980 clicked documents were saved; therefore, the proportion of
clicked documents that are actually considered to be relevant is only 52%. This is
surprisingly low, and indicates that it is not safe to infer relevance directly from
recorded click information. The proportion of relevant to total clicks remains
stable across different levels of system effectiveness, as shown in Table 1.

TREC relevance judgements are used as a ground truth for a large proportion
of information retrieval experiments that are reported in the literature. As such,
it is also interesting to compare how well user click behaviour corresponds with
official relevance judgements. In total, user clicks agree with TREC judgements—
including both agreement on relevance and non-relevance of documents—2,219
times. The rate of agreement is therefore 58%. Interestingly, the rate of agree-
ment seems to decrease slightly as the effectiveness of the underlying system

Table 1. Agreement between user clicks and TREC relevance judgements. C: The total
number of clicks, U: The total number of documents detected as relevant by users. A:
The total number of agreements between TREC judgments and user judgments.

MAP C U A U
C

A
C

55% 692 348 315 0.50 0.61
65% 748 366 340 0.48 0.58
75% 795 432 417 0.54 0.58
85% 763 409 399 0.53 0.57
95% 780 425 415 0.54 0.56

Total 3778 1980 2219 0.52 0.58
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gets higher, as indicated in Table 1. While not very high, the rate of agreement
between overall clicks and the TREC judgements is greater than the underlying
agreement between user and TREC judgements at the document level—when
only unique document-topic combinations are counted—which is only 45% on
the same data. These results support the view that TREC judgements are in
general not directly transferable to other scenarios [9].

7 Conclusions

Clickthrough data is a popular implicit indicator of user preferences, and has
been applied in a variety of situations to improve search results. Motivated
by successes in previous work, we carried out a user study to investigate how
click behaviour varies with changes in the quality of an underlying search sys-
tem. To the best of our knowledge, this is the first study of how the click be-
haviour of users varies with controlled changes in system quality. Our results
are surprising—we found no statistically significant relationship between click-
through data and system performance, across different measures of click be-
haviour (click rank and click frequency) and across various measures of system
performance, including metrics based on both TREC relevance judgements and
user relevance judgements. This suggests that it is not safe to infer the quality
of an underlying search system—at least as measured by currently popular IR
system metrics—based on simple measures of click behaviour.

Analysis of our user click data further showed that the action of clicking is not
strongly correlated with relevance—only 52% of clicks in a search result list led
to a document that the user actually found to be relevant. Attempts to use clicks
as an implicit indication of relevance should therefore be treated with caution.
In future work, we plan to investigate how more complex interpretations of click-
through behaviour may relate to system performance. For example, other studies
have found a relationship between the experience of users and click behaviour.
We therefore intend to conduct a larger-scale user study incorporating groups of
user with markedly different levels of search ability, to investigate whether there
are any interactions between this factor, click behaviour and system performance.
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Abstract. More and more documents on the World Wide Web are based
on templates. On a technical level this causes those documents to have
a quite similar source code and DOM tree structure. Grouping together
documents which are based on the same template is an important task for
applications that analyse the template structure and need clean training
data. This paper develops and compares several distance measures for
clustering web documents according to their underlying templates. Com-
bining those distance measures with different approaches for clustering,
we show which combination of methods leads to the desired result.

As more and more documents on the World Wide Web are generated automati-
cally by Content Management Systems (CMS), more and more of them are based
on templates. Templates can be seen as framework documents which are filled
with different contents to compile the final documents. They are a standard (if
not even essential) CMS technology. Templates provide the managed web sites
with an easy to manage uniform look and feel. A technical side effect is that the
source code of template generated documents is always very similar.

Several algorithms have been developed to automatically detect these tem-
plate structures in order to identify and / or extract particular parts of a doc-
ument such as the main content. These structure detection algorithms depend
on training sets of documents which are all supposed to be based on the same
template. Only few works though address the problem of actually creating these
clean training sets or verifying that the documents in a given training set are
all based on the same template. Approaches trying to handle this problem usu-
ally involve clustering the documents to group together those which have large
structural similarities. However, to our knowledge this process has never been
analysed or verified itself.

In this paper we take a closer look at web document distance measures which
are supposed to reflect template related structural similarities and dissimilarities.
We will evaluate the distance measures both under the aspect of computational
costs and – given different clustering approaches – how suitable they are to
cluster documents according to their underlying templates. The evaluation is
based on a corpus of 500 web documents, taken from different sub-categories of
five different web sites.
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We proceed as follows: In section 1 we give an overview over related works
in this fields, focussing in particular on distance measures for web documents
which take into account mainly structural information. In 2 and 3 we describe
six different distance measures in more detail and some standard cluster analysis
algorithms we used. The experiment setup and results are presented in section
4 before we conclude the paper in 5 with a discussion of the results.

1 Related Works

Several works address the challenge of recognising template structures in HTML
documents. The problem was first discussed by Bar-Yossef and Rajagopalan in
[1], proposing a template recognition algorithm based on DOM tree segmentation
and segment selection. Yang et al. proved in [2] the general problem of finding
an unambiguous schema representing a template to be NP complete.

Further practical solutions for template detection are discussed in various
works. We mention only a few solutions: Lin and Ho developed InfoDiscoverer
[3] which is based on the idea, that – opposite to the main content – template gen-
erated contents appear more frequently. To find these more frequent contents,
they introduce the concept of block entropy to filter redundant DOM blocks.
Debnath et al. used a similar assumption of redundant blocks in ContentExtrac-
tor [4] but take into account not only words and text but also other features
like image or script elements. The Site Style Tree approach of Yi, Liu and Li [5]
instead is concentrating more on the visual impression single DOM tree elements
are supposed to achieve and declares identically formated DOM sub-trees to be
template generated. A similar but slightly more flexible solution is presented by
Reis et al. in [6]. They introduce the top down tree mapping algorithm RTDM
to calculate a tree edit distance between two DOM trees. The RTDM tree edit
distance is used as well to perform a cluster analysis in order to find clusters of
different templates within the training set. Gibson et al. presented a site-level
template detection algorithm in [7]. It is used as well by Chakrabarti et al. in [8]
to automatise the building of training sets for a template detection algorithm.

Cruz et al. describe several distance measures for web documents in [9]. They
distinguish between distance measures based on tag vectors, parametric func-
tions or tree edit distances. In the more general context of comparing XML
documents Buttler [10] stated tree edit distances to be probably the best but
as well very expensive similarity measures. Therefore Buttler proposes the path
shingling approach which makes use of the shingling technique suggested by
Broder et al. in [11]. An approach to compare the structure of DOM trees by
looking at the paths was already suggested earlier by Joshi et al. in [12]. Lind-
holm et al. [13] instead discuss possibilities to speed up calculating XML tree
differences. Shi et al. [14] propose an alignment based on simplified DOM tree
representation to find parallel versions of web documents in different languages.

The clustering techniques used in this paper are standard approaches.We found
a good overview and discussion of the methods in [15]. Kruskal describes the prob-
lem of non-metric multidimensional scaling and an algorithm to solve it in [16].
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2 Distance Measures for Template Structures

In this section we are going to describe some existing and some new, tag sequence
based measures for calculating distances between template based web docu-
ments. We will focus on describing roughly the computation of the distance
and the complexity of the approach. For the later purpose we assume D1 and
D2 to be two HTML documents containing ti tags and ni DOM nodes of which li
are leaf nodes, i = 1, 2. However, the number ti of tags can roughly be estimated
to be 2 ·ni, as in most cases a node in the DOM tree will correspond to two tags
in the document’s source code.

2.1 RTDM – Tree Edit Distance

Any tree edit distance measure is based on calculating the cost for transforming
a source tree structure into a target tree structure. For this purpose elemental
operations like inserting, deleting, replacing or moving nodes or entire sub-trees
in the tree structure are associated with certain costs to perform these opera-
tions. When it comes to tree edit costs for HTML DOM trees the problem is
usually simplified a bit, as the root node is known, the sibling nodes are ordered
and as the sub-trees (especially as we are talking about documents based on the
same template) are hardly ever changing their distance to the root node. There-
fore the problem of tree matching is often simplified to top-down hierarchical
tree matching. The RTDM algorithm [6] has proven to perform quite well in
calculating a tree edit distance for HTML documents.

We used a slightly modified version of the original algorithm, which requires
only linear space of degree O(n1), whereas the original algorithm needs quadratic
space1. Even though RTDM is reported to usually behave better in practice, it
still does have a worst case quadratic time complexity of order O(n1 · n2).

2.2 CP – Common Paths

Another way to compare the structure of web documents is to look at the paths
leading from the root node to the leaf nodes in the DOM tree [12]. A path is
denoted e.g. by concatenating the names of the elements it passes from root to
leaf. For each document D it is then possible to represent it by the set p(D) of
paths it contains. A distance measure can be computed via the intersection of
the two path sets of two documents:

dCP (D1, D2) = 1 − |p(D1) ∩ p(D2)|
max(|p(D1)|, |p(D2)|)

(1)

Computing the paths for the documents can be done in linear time of degree
O(n1 + n2) with respect to the nodes. Using hashing, the intersection of two
resulting sets can be computed in expected linear time as well, this time respect
to the number of paths which corresponds to the number of leaf nodes.
1 The improvements correspond to computing the Levenshtein distance with linear

space, so we omit the details for the sake of brevity of the paper.
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2.3 CPS – Common Path Shingles

A combination of the paths distance with a shingling technique was proposed by
Buttler in [10]. The idea is not to compare complete paths but rather breaking
them up in smaller pieces of equal length – the shingles. The advantage of this
approach is that two paths which are differing only for a small part, but are
quite similar for the rest, will have a large “agreement” on the shingles. The
shingling can be realised in a way that it does not add any substantial cost to
the computation compared to the CP distance.

So, if ps(D) provides the path shingles for a document D, the path shingle
distance can be computed similarly as above by:

dCPS(D1, D2) = 1 − |ps(D1) ∩ ps(D2)|
max(|ps(D1)|, |ps(D2)|)

(2)

2.4 TV – Tag Vector

Thinking of the occurrence of tags as a typical feature of a document and in
particular of a template based document leads to the tag vector distance measure
[9]. Counting how many times each possible (i.e. complying with W3C’s HTML
recommendation) tag appears converts a document D in a vector v(D) of fixed
dimension N as the number of possible tags is limited. We used the Euclidean
distance as it is a standard way to compute distances in vector spaces:

dTV (D1, D2) =

√
√
√
√

N∑

i=1

(vi(D1) − vi(D2))2 (3)

A critic often mentioned when using the Euclidean distance for classification
or clustering is that it is sensitive to vector length. When it comes to measuring
templates of HTML documents this might instead be a desirable effect, as the
vector length corresponds to the number of tags, which itself might be quite
characteristic for a template. The computational costs correspond mainly to
creating the tag vectors and are of order O(t1 + t2).

2.5 LCTS – Longest Common Tag Subsequence

The tag vector approach neglects the order of the tags in the document. To over-
come this drawback, the document’s structure can be interpreted as a sequence of
tags. The distance of two documents can then be expressed based on their longest
common tag subsequence. The longest common tag subsequence lcts(D1, D2) is
the longest (but not necessarily continuous) sequence of tags which can be found
in both of the documents. However, computation of this distance is expensive, as
finding the longest common subsequence has quadratic complexity of O(t1 · t2).
The longest common tag subsequence can be turned into a distance measure by:

dLCTS(D1, D2) = 1 − |lcts(D1, D2)|
max(|D1|, |D2|)

(4)
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2.6 CTSS – Common Tag Sequence Shingles

To overcome the computational costs of the previous distance measure we utilise
again the shingling technique. Breaking up the entire sequence in a set of shingles
ts(D) allows to maintain a certain context for each tag without having to look at
the complete document. Thus, applying shingling reduces computational costs
for this distance to O(t1 + t2). The distance can then be computed similar to
the path shingle distance:

dCTSS(D1, D2) = 1 − |ts(D1) ∩ ts(D2)|
max(|ts(D1)|, |ts(D2)|)

(5)

3 Clustering Techniques

Cluster analysis is a vast field of ongoing research. We have applied three different
techniques which we will describe briefly and straight away in the context of the
given application.

3.1 Multidimensional Scaling

Multidimensional scaling (MDS) is a technique to find a configuration of data
points in a (possibly low-dimensional) vector space which represent best a given
distance matrix. MDS comes in two general flavours: metric for a distance matrix
which is in fact based on a (usually Euclidean) metric and non-metric if the
distances are computed in a different way or even estimated. It is commonly
used to reduce dimensionality of data to the essential dimensions. The aim is
often to achieve a 2D or 3D representation of the data allowing a visual analysis.

The latter was as well the intention of applying MDS on the distance matrices
computed for the template based documents. As the distances are not all fulfilling
the requirements of a metric, we had to apply non-metric MDS. Starting with
the result of a metric Principal Component Analysis as starting configuration
we used Kruskal’s algorithm to obtain a stable configuration.

3.2 K-Median Clustering

k-means clustering is a classical approach for clustering data. The basic idea is
to start with a configuration assigning randomly each of the documents to one
of k cluster. For all the clusters a centroid is computed, i.e. a document in its
centre. In an iterative process each document is now assigned to the cluster whose
centroid is closest. This creates new clusters and thereby new centroids for the
next step of the iteration. The iteration process is stopped if the configuration
is not changing any more or the changes of the centroids become minimal.

In k-means clustering the mean of the data items in each cluster is computed
and used as centroid. As in our case it is difficult to define a mean document, we
used an adaptation of the method which uses the median document as centroid
– hence the name k-median clustering. The median document is the document
which has overall minimum distance to all other documents in the same cluster.
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3.3 Single Linkage

Unlike the previous method, hierarchical clustering methods do not require to fix
the number of clusters a-priori as a parameter. They start off with each document
forming a cluster on its own. The clusters are iteratively merged until only one
cluster remains. The information which clusters where merged at which step
during the iteration is represented as a tree structure. This so-called dendrogram
can be examined to determine different cluster configurations, e.g. due to cluster
size, average distance or number of clusters.

There are several ways to decide which clusters are merged and thereby to
compute the dendrogram. The single linkage approach is always merging those
two clusters for which the distance between two of the documents from the two
clusters is minimal over all inter-cluster distances.

4 Experiments

To evaluate the different distance measures we collected a corpus of 500 docu-
ment from five different German news web sites. Each web site contributed 20
documents from five different topical categories: national and international poli-
tics, sports, business and IT related news. The idea for taking into the corpus not
only documents from different web sites but to cover as well different sections
within those is to see how well the measures can cope with the slight changes in
the templates which usually occur within the categories of a web site.

While computing the distance matrices for the 500 documents we measured
the time needed to compute the distance matrix for an increasing number of
documents. The graph in figure 1 shows the time in seconds needed for com-
puting (symmetric) distance matrices depending on the number of documents
involved and using the different distance measures. While obviously the RTDM
and tag sequence approach are very time consuming already for small document
collections, the other measures can be computed reasonably fast. Tag sequence
shingling is on average taking twice as long as the path shingle approach, which
itself is slower than the paths distance measure by a factor of about 1.5. The
tag vector distance can be computed fastest, probably because there is no need
to handle sets and their intersections.

The resulting matrices for all 500 documents are interpreted in figure 2 in
a graphical way. The documents were arranged in the same order from left to
right for the columns and top down in the rows. The ordering grouped together
documents from the same web site and within each site from the same topic
category. Each pixel in the image represents the distance between two documents.
The closer two documents are to each other, the brighter the pixels are coloured.
Dark colours accordingly represent large distances between documents. In all
cases the distances have been normalised to convert a distance of 0 to white
pixels and the largest distance into black colouring.

The images confirm quite well that under all distance measures the documents
based on the same template are having smaller distances than the documents



46 T. Gottron

Fig. 1. Time needed to compute the distance matrix with the different distance mea-
sures, depending on the number of documents

RTDM CP LCTS

TV CPS CTSS

Fig. 2. Distance matrices for 500 template based documents from five web sites

from other web sites. As well the substructures of the different topic categories
can be seen quite well for most distance measures and web sites.

To further analyse how well the different underlying templates are separated
by the distance measures we computed the Dunn index. The Dunn index sets in
comparison the maximum distance dmax which occurs between documents based
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on the same template with the minimum distance dmin which occurs between
documents based on different templates and is defined as:

D =
dmin

dmax
(6)

The higher the value of D, the better the distance measure separates the
documents based on different templates. Table 1 shows the Dunn index for all
distance measures. The best results are achieved by the two shingling measures
and the paths method.

Table 1. Dunn index D for all distance measures

Distance Measure RTDM TV CP CPS LCTS CTSS
Dunn Index 0.4657 0.1031 1.1691 1.2272 0.6726 1.2901

Once the matrices had been computed the different cluster analysis methods
were applied to each of them. To get a first idea on how the documents could be
located relative to each other in a 2D vector space we used MDS as described
above to generate the images in figure 3. Here as well the clusters of the different
templates can be determined quite clear, but it becomes still more obvious that
their separation is not always as distinctive as it could be expected. However,
mapping the data into 2D space might reduce the dimensionality too much to
allow more than a first visual analysis.

To further evaluate the clusters computed by the k-median and the single
linkage algorithms we used different measures: the Rand index [17], cluster pu-
rity and mutual information (we found a good and brief introduction to those
last two measures in [18]). We explain these measures shortly and once again
straight away in terms of how they translate into the context of this paper of
web documents and underlying templates.

Rand Index: Given a ground truth providing a “correct” clustering of the doc-
uments according to their underlying templates, the Rand index measures how
often a computed cluster configuration “agrees” with the ground truth. In our
case an agreement corresponds to the cluster analysis either claiming correctly
two documents to be based on the same template (i.e. being grouped together in
the same cluster) or to claiming correctly two of the documents having different
underlying templates (i.e. putting them in different clusters). A disagreement
accordingly corresponds to either putting documents together in a cluster which
have different underlying templates or to separate them in different clusters
though they are based on the same template. Therefore if A and D are the
number of agreements and of disagreements, the Rand index is:

R =
A

A + D
(7)

Purity: The purity of a single cluster compared to a ground truth is providing a
measure of how many documents based on the same template are lying within
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Fig. 3. Using MDS to map the documents onto data points in a 2D vector space

this cluster. Given a cluster cl and n
(i)
l the number of documents in cluster l

which according to the ground truth actually belong to cluster i, the purity is:

P (cl) =
1

∑
i n

(i)
l

· max
i

n
(i)
l (8)

Purity is a measure to evaluate one cluster only, so for an entire cluster analysis
it is necessary to compute some kind of aggregation, e.g. the average purity.

Mutual Information: Mutual Information is another common measure to eval-
uate the consensus of a clustering with a ground truth. Given a collection of n
documents based on g different templates and the cluster analysis grouped them
in k different clusters, the mutual information is:

MI =
1
n

k∑

l=1

g∑

h=1

n
(h)
l logg·k

n
(h)
l · n

∑k
i=1 n

(h)
i ·

∑g
j=1 n

(j)
l

(9)

As the results of the k-median algorithm depend on the random initial config-
uration we applied this algorithm 100 times and took the average performance
for comparison with the single linkage algorithm. Table 2 shows the results for a
clustering with k set to 5. RTDM is providing the best results, followed by the
path measure. However, no distance measure allows the centroid based k-median
approach to generate a perfect cluster configuration.

Single linkage clustering is performing far better. Extracting from the resulting
dendrogram five clusters allows a perfect clustering under some measures as shown
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Table 2. Evaluation of k-median clustering based on the different distance measures
for k = 5 (Average of 100 repetitions)

Distance Measure RTDM TV CP CPS LCTS CTSS
Rand Index 0.9608 0.9399 0.9560 0.9140 0.9157 0.9293
Avg. Purity 0.9613 0.9235 0.9535 0.9057 0.8629 0.9218
Mutual Information 0.1444 0.1354 0.1432 0.1302 0.1250 0.1350

Table 3. Evaluation of single linkage clustering for five clusters

Distance Measure RTDM TV CP CPS LCTS CTSS
Rand Index 0.9200 0.9200 1.0000 1.0000 1.0000 1.0000
Avg. Purity 0.9005 0.9005 1.0000 1.0000 1.0000 1.0000
Mutual Information 0.1287 0.1287 0.1553 0.1553 0.1553 0.1553

in table 3. All measures except RTDM and tag vector group together exactly the
documents based on the same templates. We can deduce that for those measures,
single linkage is a better way to form clusters for template based documents.

As mentioned above, it is usually not known how many different templates
occur within a set of documents. Therefore, we analysed the distributions of dis-
tances within each distance matrix. The graphs in figure 4 show the histograms of
the distance distributions using a logarithmic scale. Some of the measures show
gaps (distances which never occur) between higher and lower distances. In par-
ticular the paths shingle and the tag sequence shingle measure show clear gaps,
the paths distance measure even two gaps. Tag sequence, RTDM and the tag
vector distance do not have such a clear gap in their distance histogram, which
corresponds to their lower scores for the Dunn index and the more problematic
2D configuration retrieved when using MDS.

Assuming these distributions to be typical we evaluated the single linkage
method with a clustering threshold of 0.6 for the path shingle measure, a threshold

Fig. 4. Distribution of distances for all distance measures (logarithmic scale)
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Table 4. Evaluation of single linkage with a distance threshold chosen according to
the gaps in the distance histograms

Distance Measure CP CP CTSS CPS
Threshold 0.7 0.9 0.85 0.6
Clusters 5 3 5 5
Rand Index 1.0000 0.7600 1.0000 1.0000
Avg. Purity 1.0000 0.7778 1.0000 1.0000
Mutual Information 0.1553 0.1296 0.1553 0.1553

of 0.85 for the tag sequence shingle measure and with a thresholds of 0.7 and 0.9
for the paths measure. The latter threshold turned out to be a too low threshold
and resulted in three clusters only. Table 4 shows that beside this exception the
gaps do really correspond to a separation of the ground truth clusters. So choosing
the distance threshold accordingly for a single linkage clustering results in perfect
groups of documents which are based on the same template.

5 Conclusions and Future Works

We compared different distance measures and clustering methods for grouping
together web documents which are based on the same template. Though tree edit
distance measures are often referred to as the most suitable measures to compare
HTML documents, it turned out that for the given purpose some simpler mea-
sures perform better. The paths, the path shingle and the tag sequence shingle
measures in combination with a single linkage clustering deliver perfect results.
While the computational cost for the tag sequence shingle approach is higher
than for the other two, the gap in the distance histogram, the MDS analysis and
the Dunn index hint to a better separation of the clusters.

We intend to confirm these results on a larger scale, incorporating more docu-
ments and more different underlying templates. Another issue for future research
is to find a possibility for a more fine grained cluster analysis. The distance his-
togram analysis and some first experimental approaches did not yet provide
a way of comparable quality on how to cluster the category caused template
variations within the single web sites.
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Abstract. Query performance prediction aims to estimate the quality of answers
that a search system will return in response to a particular query. In this paper
we propose a new family of pre-retrieval predictors based on information at both
the collection and document level. Pre-retrieval predictors are important because
they can be calculated from information that is available at indexing time; they
are therefore more efficient than predictors that incorporate information obtained
from actual search results. Experimental evaluation of our approach shows that
the new predictors give more consistent performance than previously proposed
pre-retrieval methods across a variety of data types and search tasks.

1 Introduction

As the amount of electronic data continues to grow, the availability of effective infor-
mation retrieval systems is essential. Despite a continuing increase in the average per-
formance of information retrieval systems, the ability of search systems to find useful
answers for individual queries still shows a great deal of variation [14].

An analysis of the chief causes of failure of current information retrieval (IR) sys-
tems concluded that, if a search system could identify in advance the problem associated
with a particular search request, then the selective application of different retrieval tech-
nologies should be able to improve results for the majority of problem searches [8]. The
ability to predict the performance of a query in advance would enable search systems
to respond more intelligently to user requests. For example, if a user query is predicted
to perform poorly, the user could be asked to supply additional information to improve
the current search request. Alternatively, a search system could selectively apply dif-
ferent techniques in response to difficult and easy queries, for example the selective
application of different retrieval models, or automatic relevance feedback.

Query performance prediction is the problem of trying to identify, without user in-
tervention, whether a search request is likely to return a useful set of answers. The
importance of the query difficulty prediction problem has been highlighted in the IR
community in recent years; the Text REtrieval Conference (TREC) Robust tracks in
2004 and 2005 included an explicit query difficulty prediction task [14], and prediction
has been the subject of specific workshops [4]. Despite this recent growth in attention,
the prediction of query difficulty is an open research problem.

In this paper, we propose new pre-retrieval predictors based on two sources of infor-
mation: the similarity between a query and the underlying collection; and the variabil-
ity with which query terms occur in documents. Pre-retrieval predictors make use of

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 52–64, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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information that is available at indexing-time, such as collection and term distribution
statistics. They can be calculated without needing to first evaluate the query and obtain
an answer set, and are therefore more efficient than post-retrieval predictors.

We evaluate the performance of our new predictors by considering the correlation be-
tween the predictors and the actual performance of the retrieval system on each query,
as measured by mean average precision. We conduct experiments on both newswire and
web data, and across informational and navigational search tasks. The results demon-
strate that these new predictors show more consistent performance than previously pub-
lished pre-retrieval predictor baselines across data collections and search tasks.

2 Background

Many different approaches for the prediction of query performance have been proposed.
These can be divided into three broad categories: pre-retrieval predictors, post-retrieval
predictors, and learning predictors. In this paper we focus on pre-retrieval predictors;
the background section therefore concentrates on previous work in this area. We also
provide brief descriptions of the other families of predictors for completeness.

Pre-retrieval predictors can be calculated from features of the query or collection,
without requiring the search system to evaluate the query itself. The information that
these predictors use is available at indexing-time; they are therefore efficient, and im-
pose a minimal overhead on the retrieval system. Pre-retrieval predictors generally make
use of evidence based on term distribution statistics such as the inverse document fre-
quency, inverse collection term frequency, or the length of a query.

A range of pre-retrieval predictors were proposed and evaluated by He and Ounis [9].
Their experimental results showed the two best-performing predictors to be the average
inverse collection term frequency (AvICTF), and the simplified clarity score (SCS).
In their approach, the SCS is obtained by calculating the Kullback-Leibler divergence
between a query model and a collection model. We use AvICTF and SCS as baselines
in our experiments, and these approaches are explained in detail in Section 4.

Scholer et al. [11] describe results based on using the inverse document frequency
(IDF) to predict query performance. They find that using the maximum IDF of any term
in a query gives the best correlation on the TREC web data. We present results using
the maximum IDF (MaxIDF) as a baseline in our experiments.

Post-retrieval predictors use evidence that is obtained from the actual evaluation of
the underlying search query. These predictors can leverage information about the cohe-
siveness of search results, and can therefore show high levels of effectiveness. However,
for the same reason they are less efficient: the search system must first process the query
and generate an answer set, and the answer set itself is then usually the subject of fur-
ther analysis, which may involve fetching and processing individual documents. This
can impose a substantial overhead on a retrieval system.

Cronen-Townsend et al. [6] proposed a post-retrieval predictor based on language
models: they calculate the divergence between a statistical model of the language used
in the overall collection and a model of the language used in the query, to obtain an
estimate of the ambiguity of the query. Unlike the simplified clarity score pre-retrieval
predictor discussed previously, this approach estimates the query language model from
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the documents that are returned in the answer set of a retrieval system. The approach
was demonstrated to be highly effective on newswire data. Post-retrieval predictors for
web data were developed by Zhou and Croft [19], who use a weighted information
gain approach that shows a high correlation with system performance for both naviga-
tional and informational web search tasks. Other post-retrieval predictors have consid-
ered factors such as the variability of similarity scores; for example, Kwok et al. divide a
search results list into groups of adjacent documents and compare the similarity among
these [10]. Zhou and Croft [18] introduced ranking robustness scores to predict query
performance, by proposing noise channel from information theory. This approach has
shown higher effectiveness than the clarity score [6].

Learning predictors incorporate a variety of statistical regression [10] or machine
learning algorithms [16], such as neural networks or support vector machines, to train
on labeled examples of easy and difficult queries. The learned estimator is then used to
predict the difficulty of previously unseen queries. While some learning predictors have
shown high levels of correlation with system performance, this family of predictors
requires suitable training data to be available; a corresponding overhead is therefore
incurred during the training stage.

3 Pre-retrieval Prediction of Query Performance

In this section, we present several predictors of query performance. The predictors are
concerned with pre-retrieval prediction. The information required by such prediction is
obtained from various collection, document and term occurrence statistics. These are all
obtained at indexing time, and can be efficiently fetched from inverted index structures
that are widely used in information retrieval [20]. The computation of these predictors
can therefore be carried out prior to query evaluation. This has significant advantages
in terms of simplicity and efficiency, factors whose importance increases as the size of
collections continues to grow. We propose two broad classes of pre-retrieval predictors:
first, predictors that are based on the similarity between queries and the collection; and
second, predictors that are based on the variability of how query terms are distributed
in the collection, by exploring the in-document statistics for the input queries.

3.1 The Similarity between a Query and a Collection

While many retrieval models have been proposed in the IR literature, at their core these
rely to a greater or lesser extent on various collection, document and term distribution
statistics, which are used as sources of evidence for relevance [20]. In particular, two
of the most commonly-used sources of evidence are the term frequency (TF), and the
inverse document frequency (IDF). The former represents the intuitive concept that the
higher the frequency with which a query term occurs in a document, the more likely
it is that the document is about that term. The latter is used to discriminate between
query terms that are highly selective (they occur in fewer documents, and therefore
have a high IDF), and those that are less selective (occurring in many documents, and
therefore having a lower IDF).

An intuitive geometric interpretation of the similarity between documents and queries
is provided by the vector space model [15]. Here, queries and documents are represented
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as vectors in n-dimensional space, where n is the number of unique terms that occur in a
collection. The estimated similarity between a document and a given query is defined as
the closeness of a document vector and a query vector, where the closeness is measured
by degree of the angle between these two vectors. Documents whose vectors are closely
aligned with a query vector are considered to have a high similarity, and are likely to
be on similar subjects or topics to the query. In a similar manner, the collection itself
can also be represented as an n-dimensional vector, and the similarity of a query to the
collection as a whole can be calculated. Those query vectors which are more similar
to the collection vector are considered to be easier to evaluate—the evidence suggests
that the collection contains documents that are similar to the query. Such queries and
therefore more likely to have higher performance.

Predictor 1 (SCQ): Given a query Q(t1, . . . , tn), the similarity score between the
query and collection can be defined as:

SCQ =
∑

t∈Q

(1 + ln (fc,t)) × ln
(

1 +
N

ft

)

(1)

where N is the total number of documents in the collection C, fc,t is the frequency
of term t in the collection, and ft is the number of documents that contain term t. In
this version of the metric we simply sum up the contributions of the collection term
frequencies and inverse document frequencies of all query terms. Such a process will
be biased towards longer queries. We therefore calculate a normalised metric:

Predictor 2 (NSCQ): We define the NSCQ score as the SCQ score, divided by the
query length, where only terms in the collection vocabulary are considered:

NSCQ =
SCQ
|Q|t∈V

(2)

where V is the vocabulary (all unique terms in the collection).
Instead of normalising by query length, an alternative approach is to choose the max-

imum SCQ score of any query term. The intuition behind this approach is that, since
web search queries tend to be short, if at least one of the terms has a high score then the
query as a whole can be expected to perform well:

Predictor 3 (MaxSCQ): MaxSCQ considers that the performance of a query is deter-
mined by the “best” term in the query—the term that has the highest SCQ score:

MaxSCQ = max

[

∀t∈Q (1 + ln (fc,t)) × ln
(

1 +
N

ft

)]

(3)

We note that it is not rare to encounter a query term t that is missing in V . For simplicity,
we assign such terms with 0 scores in a query.

3.2 Variability Score

The previous group of predictors explored the surface features of a collection, such as
the frequency with which terms occur in the collection as a whole. In this section, we
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propose alternative predictors which are concerned with the distribution of query terms
over the collection, taking into account the variability of term-occurrences within indi-
vidual documents. The standard deviation is a statistical measure of dispersion, reflect-
ing how widely spread the values in a data set are around the mean: if the data points
are close to the mean, then the standard deviation is small, while a wide dispersion of
data points leads to a high standard deviation.

We incorporate such a mechanism in the prediction task, estimating the standard
deviation of term occurrence weights across the collection. We hypothesise that if the
standard deviation of term weights is high, then the term should be easier to evaluate.
This is because the retrieval system will be able to differentiate with higher confidence
between answer documents. Conversely, a low standard deviation would indicate that
the system does not have much evidence on which to choose the best answer documents;
such a query would therefore be predicted to perform less well.

In general, each query term t can be assigned with a weight value wd,t if it occurs in
document d. From all the documents that contain term t in a collection, the distribution
of t can then be estimated. We use a simple TF .IDF approach to compute the term
weight, wd,t, within a document [20]:

wd,t = 1 + ln (fd,t) × ln
(

1 +
N

ft

)

Again, for query terms that are missing in V , we assign wd,t = 0.

Predictor 4 (σ1): Given a query Q (t1, . . . , tn), the basic variability score is defined
as the sum of the deviations:

σ1 =
∑

t∈Q

√
√
√
√

1
ft

∑

d∈Dt

(wd,t − wt)2 where (4)

wt =

∑
d∈Dt

wd,t

|Dt|

where fd,t is the frequency of term t in document d, and Dt is the set of documents
that contain query term t. This predictor sums the deviations across query terms, and
thus reflects the variability of the query as a whole. An alternative is to use a metric
normalised for query length:

Predictor 5 (σ2): Normalising the σ1 score by the number of valid query terms, we
obtain the σ2 score for a given query Q:

σ2 =
σ1

|Q|t∈V
(5)

As for the SCQ score, a further intuitive alternative to simply normalising by query
length is to select the largest variability score of any query term:

Predictor 6 (σ3): σ3 estimates the performance of a query based on the maximum
deviation from the mean that is observed for any one query term:

σ3 = max

⎡

⎢
⎣∀t∈Q

√
√
√
√

1
ft

∑

d∈Dt

(wd,t − wt)2

⎤

⎥
⎦ (6)

where wd,t is defined as in Predictor 4.
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The proposed SCQ score and variability score predictors are based on different
sources of evidence—the former considers evidence at the high collection level, while
the latter is based on the distribution of terms across documents. Combining both
sources of information could therefore lead to additional prediction accuracy:

Predictor 7 (joint): For each query term t in query Q, this predictor combines both
the MaxSCQ and σ1 scores. We use a simple linear interpolation approach to combine
the two scores; the computation is defined as:

joint = α · MaxSCQ + (1 − α) · σ1 (7)

where α is a parameter that determines the weight given to the SCQ and variability score
components. The parameter is set using separate training data (for example, for the
WT10g collection below, the parameter is trained using topics 501–550 for experiments
on topics 451–500, and vice-versa). We find little variation in performance for a region
of settings between 0.7 and 0.85.

4 Experimental Methodology

Query performance prediction aims to identify whether a set of search results is likely
to contains useful answers. The established information retrieval methodology for this
type of investigation involves testing the performance of a predictor across a set of
queries that are run on a collection of documents. The performance of the predictor is
measured by calculating the correlation between the predicted performance levels with
actual system performance levels.

Correlation Coefficients. In the query performance prediction literature, three dif-
ferent correlation coefficients are widely used (although individual papers often report
only one or two of the three available variants): the Pearson product-moment correla-
tion; Spearman’s rank order correlation; and, Kendall’s tau.

Although they make different assumptions about the data, each of the coefficients
varies in the range [+1, −1]; the closer the absolute value of the coefficient is to 1,
the stronger the correlation, with a value of zero indicating that there is no relationship
between the variables. Moreover, each of the correlation coefficients can be used to con-
duct a hypothesis test to determine whether there is a significant relationship between
the two variables, up to a specified level of confidence [12]. In this paper we report
significance at the 0.05, 0.01 and 0.001 levels.

The Pearson correlation determines the degree to which two variables have a linear
relationship, and takes the actual value of observations into account. Spearman’s corre-
lation coefficient is calculated based on the rank positions of observations; it therefore
measures the degree to which a monotonic relationship exists between the variables
(that is, a relationship where a change in the value of one variable is accompanied by
a corresponding increase (decrease) in the value of the other variable). Kendall’s tau
is also calculated from rank information, but in contrast to Spearman’s coefficient is
based on the relative ordering of of all possible pairs of observations. For a compre-
hensive treatment of the properties of the different correlation coefficients the reader is
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referred to Sheskin[12]. We note that there is currently no consensus on which mea-
sure of correlation is the most appropriate for information retrieval experiments, with
different measures being reported in different studies. However, the Pearson correla-
tion assumes a linear relationship between variables [7]; there is no reason to assume
that this assumption holds between various query performance predictors and retrieval
system performance.

Retrieval Performance Metrics. Information retrieval experimentation has a strong
underlying experimental methodology as used for example in the ongoing series of
Text REtrieval Conferences (TREC): a set of queries is run on a static collection of
documents, with each query returning a list of answer resources. Humans assess the
relevance of each document-query combination, and from this a variety of system per-
formance metrics can be calculated. Precision is defined as the proportion of relevant
and retrieved documents out of the total number of documents that have been retrieved.
The average precision (AP) of a single query is then the mean of the precision of each
relevant item in a search results list. Mean average precision (MAP) is the mean of AP
over a set of queries. MAP gives a single overall measure of system performance, and
has been shown to be a stable metric [3]. For the purpose of evaluating predictors of
query performance, we calculate the correlation between the predicted ordering of a
run of queries, and the AP score for that run of queries.

For navigational search tasks (see below), where it is assumed that the user is looking
for a single specific answer resource, the reciprocal rank (RR) at which the item is found
in the result list is used to measure system performance [3].

Collections, Queries and Relevance Judgements. We evaluate our predictors using
several different collections and query sets; the aim is to examine the performance of
the predictors on different types of data and search tasks. For web data, we use two
collections: the first is the TREC GOV2 collection, a 425Gb crawl of the gov domain
in 2004, which contains HTML documents and text extracted from PDF, PS and Word
files [5]. We also test our predictors on the WT10g collection, a 10Gb crawl of the
web in 1998 [1]. For newswire data, we use the collection of the 2005 Robust track,
consisting of around 528,000 news articles from sources such as the Financial Times
and LA Times (TREC disks 4 and 5, minus the congressional record data).

Each of these collections has associated queries and relevance judgements; full de-
tails are provided in Table 1. In our experiments we use only the title fields of the
TREC topics, which consists of a few key words that are representative of the informa-
tion need. Being short, the title field are the most representative of typical queries that
might be submitted as part of web search.

Users of web search engines engage in different types of search tasks depending on
their information need. In an informational search task, the user is interested in learning
about a particular topic, while in a navigational task the user is looking for a specific
named resource [2]. A key difference between these two tasks is that for navigational
tasks, it is generally assumed that the user is interested in a single named page. For an
informational task, on the other hand it is assumed that there may be several resources
that are relevant to the information need. We test our predictors on both types of task;
in this paper, navigational queries are identified with the prefix NP.
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Table 1. Experimental setup summary: collections and corresponding query sets

Task Collection Query Set
TB04 GOV2 701–750
TB05 GOV2 751–800
TB06 GOV2 801–850
TB05-NP GOV2 NP601–NP872
Robust04 TREC 4+5 (minus CR) 301–450; 601–700
TREC-9 WT10G 451–500
TREC-2001 WT10G 501–550

Retrieval Models. We experiment with two retrieval models: a probabilistic model,
and a language model. For the probabilistic model, we use the Okapi BM25 similarity
function [13], with the recommended parameter settings of k1 = 1.2, k3 = 7 and
b = 0.75. For language models, we use the Dirichlet smoothing approach which has
been shown to be successful across a wide range of collections and queries [17], with
the smoothing parameter set to a value of μ = 1000 [6]. In our experiments, we use
version 4.5 of the Lemur Toolkit, an information retrieval toolkit developed jointly by
the University of Massachusetts and Carnegie Mellon University1.

Baselines. We compare our proposed prediction approaches to the two best-performing
pre-retrieval predictors evaluated by He and Ounis [9]: the average inverse collection
term frequency (AvICTF), and the Simplified Clarity Score (SCS). In their approach,
the SCS is obtained by calculating the Kullback-Leibler divergence between a query
model (θq) and a collection model (θc): SCS =

∑
t∈Q θq · log2

θq

θc
, where the query

model is given by the number of occurrences of a query term in the query (fq,t), nor-
malised by query length (|Q|), θq = fq,t

|Q| . The collection model is given by the number
of occurrences of a query term in the entire collection (fc,t), normalised by the number
of tokens in the collection (|C|): θc = fc,t

|C| . For a third baseline, we use the maximum
inverse document frequency (MaxIDF), which was found to be an effective pre-retrieval
predictor for web data by Scholer et al. [11].

5 Results and Discussion

In this section we present the results of our experiments, comparing the performance of
our predictors across a range of data types and search tasks.

Web Data, Informational Topics. The correlations between our pre-retrieval predictors
with topic-finding queries on the GOV2 collection are shown in Table 2. We show re-
sults separately by TREC data sets (701–7502, 751–800 and 801–850), as well as the
performance over all 149 topics taken together.

Overall, it is apparent that the performance of all predictors varies depending on the
query set. The data shows that the similarity between a query and the collection (SCQ)
can provide useful information for the prediction of how well a query will perform;
the most effective of the three proposed variants here is MaxSCQ, which considers

1 http://www.lemurproject.org
2 Topic 703 is excluded because there is no relevance judgement for this query.
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Table 2. Pearson (Cor), Kendall (Tau), and Spearman (Rho) correlation test between average pre-
cision (AP) and predictors on the GOV2 collection. Asterisk, dagger and double dagger indicate
significance at the 0.05, 0.01 and 0.001 levels, respectively.

LM Okapi
Query Predictors Cor Tau Rho Cor Tau Rho
701–750 MaxIdf 0.343∗ 0.241∗ 0.328∗ 0.433† 0.311† 0.420†

SCS 0.154 0.112 0.144 0.202 0.145 0.190
AvICTF 0.345∗ 0.241∗ 0.331∗ 0.446† 0.321‡ 0.439†
SCQ 0.244 0.175 0.236 0.231 0.156 0.212
NSCQ 0.388† 0.264† 0.352∗ 0.467‡ 0.310† 0.431†
MaxSCQ 0.412† 0.275† 0.399† 0.485‡ 0.351‡ 0.485‡
σ1 0.441† 0.310† 0.426† 0.477‡ 0.294† 0.430†
σ2 0.401† 0.291† 0.442† 0.466‡ 0.320† 0.476‡
σ3 0.418† 0.258† 0.394† 0.475‡ 0.287† 0.448†
joint 0.457‡ 0.284† 0.399† 0.513‡ 0.314† 0.447†

751–800 MaxIdf 0.267 0.238∗ 0.334∗ 0.308∗ 0.247∗ 0.354∗
SCS 0.082 0.068 0.131 0.094 0.094 0.155
AvICTF 0.276 0.210∗ 0.302∗ 0.249 0.180 0.271
SCQ 0.257 0.167 0.267 0.275 0.203∗ 0.313∗
NSCQ 0.395† 0.267† 0.399† 0.359 0.247 0.368†
MaxSCQ 0.396† 0.251∗ 0.379† 0.448‡ 0.287† 0.417†
σ1 0.379† 0.309† 0.449† 0.397† 0.332‡ 0.470‡
σ2 0.424† 0.321‡ 0.470‡ 0.420† 0.324‡ 0.450†
σ3 0.373† 0.251∗ 0.391† 0.415† 0.290† 0.420†
joint 0.423† 0.309† 0.461‡ 0.466‡ 0.336‡ 0.486‡

801–850 MaxIdf 0.277 0.190 0.285∗ 0.293∗ 0.191 0.290∗
SCS −0.128 −0.048 −0.091 −0.111 −0.057 −0.094
AvICTF 0.217 0.166 0.241 0.236 0.175 0.263
SCQ 0.296∗ 0.241∗ 0.332∗ 0.280∗ 0.238∗ 0.327∗
NSCQ 0.094 0.113 0.167 0.090 0.108 0.161
MaxSCQ 0.280∗ 0.172 0.257 0.278 0.180 0.265
σ1 0.367† 0.319† 0.414† 0.361† 0.317† 0.397†
σ2 0.230 0.234∗ 0.319∗ 0.227 0.219∗ 0.298∗
σ3 0.304∗ 0.227∗ 0.316∗ 0.311∗ 0.221∗ 0.311∗
joint 0.369† 0.283† 0.383† 0.365† 0.270† 0.367†

701–850 MaxIdf 0.297‡ 0.219‡ 0.326‡ 0.343‡ 0.247‡ 0.367‡
SCS 0.041 0.053 0.076 0.067 0.064 0.094
AvICTF 0.269‡ 0.187‡ 0.282‡ 0.295‡ 0.205‡ 0.307‡
SCQ 0.260† 0.191‡ 0.277‡ 0.254† 0.189‡ 0.273‡
NSCQ 0.278‡ 0.206‡ 0.305‡ 0.289‡ 0.214‡ 0.314‡
MaxSCQ 0.357‡ 0.231‡ 0.347‡ 0.395‡ 0.266‡ 0.388‡
σ1 0.392‡ 0.285‡ 0.407‡ 0.401‡ 0.290‡ 0.411‡
σ2 0.384‡ 0.291‡ 0.411‡ 0.396‡ 0.293‡ 0.412‡
σ3 0.359‡ 0.247‡ 0.369‡ 0.392‡ 0.266‡ 0.390‡
joint 0.410‡ 0.287‡ 0.415‡ 0.436‡ 0.297‡ 0.430‡

the alignment between the most similar query term and the collection overall. The vari-
ability score predictors are extremely effective for the GOV2 data; in particular, the
correlation of the σ1predictor is statistically significant (p < 0.01) for all topics sets.
The joint predictor similarly shows consistent significant performance.

Considering performance over 149 topics, the joint predictor, which uses informa-
tion from both the collection and the document level, consistently outperforms all base-
line predictors, and shows highly significant correlation (p < 0.01) across correlation
types and retrieval models.

Correlation results for the WT10g collection are shown in Table 3. Collection-level
information is again useful for prediction; the most effective variant is MaxSCQ, which
considers the alignment between the most similar query term and the collection over-
all; the MaxSCQ predictor is statistically significant for all correlation coefficients,
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Table 3. Pearson (Cor), Kendall (Tau), and Spearman (Rho) correlation test between average pre-
cision (AP) and predictors on the WT10g collection. Asterisk, dagger and double dagger indicate
significance at the 0.05, 0.01 and 0.001 levels, respectively.

Okapi LM
Query Predictors Cor Tau Rho Cor Tau Rho
451-500 MaxIdf 0.086 0.221∗ 0.291∗ 0.090 0.227∗ 0.302∗

SCS 0.194 0.226∗ 0.333∗ 0.197 0.227∗ 0.332∗
AvICTF −0.056 0.012 0.016 −0.057 0.020 0.028
SCQ 0.124 0.148 0.204 0.130 0.151 0.211
NSCQ 0.402† 0.347‡ 0.516‡ 0.403† 0.348‡ 0.520‡
MaxSCQ 0.443† 0.453‡ 0.620‡ 0.447† 0.456‡ 0.624‡
σ1 0.252 0.272† 0.405† 0.259 0.275† 0.410†
σ2 0.253 0.281† 0.436† 0.257 0.286† 0.438†
σ3 0.347∗ 0.350‡ 0.523‡ 0.354∗ 0.358‡ 0.529‡
joint 0.337‡ 0.352‡ 0.510‡ 0.344‡ 0.358‡ 0.514‡

501-550 MaxIdf 0.491‡ 0.284† 0.396† 0.507‡ 0.291† 0.408†
SCS 0.155 0.084 0.128 0.162 0.089 0.132
AvICTF −0.007 0.008 0.002 0.007 0.007 0.010
SCQ 0.260 0.136 0.224 0.235 0.135 0.215
NSCQ 0.099 0.097 0.140 0.114 0.106 0.157
MaxSCQ 0.399† 0.267† 0.364* 0.418† 0.274† 0.378†
σ1 0.654‡ 0.425‡ 0.612‡ 0.652‡ 0.435‡ 0.619‡
σ2 0.282 0.269† 0.389† 0.304* 0.278† 0.407†
σ3 0.518‡ 0.358‡ 0.486‡ 0.538‡ 0.372‡ 0.502‡
joint 0.640‡ 0.449‡ 0.622‡ 0.644‡ 0.466‡ 0.634‡

Table 4. Pearson (Cor), Kendall (Tau), and Spearman (Rho) correlation test between reciprocal
rank (RR) and predictors on the GOV2 collection, for navigational topics. Asterisk, dagger and
double dagger indicate significance at the 0.05, 0.01 and 0.001 levels, respectively.

Okapi LM
Query Predictors Cor Tau Rho Cor Tau Rho
NP601-NP872 MaxIdf 0.531‡ 0.466‡ 0.625‡ 0.562‡ 0.510‡ 0.678‡

SCS 0.257‡ 0.200‡ 0.282‡ 0.281‡ 0.236‡ 0.331‡
AvICTF 0.411‡ 0.355‡ 0.488‡ 0.446‡ 0.380‡ 0.523‡
SCQ 0.361‡ 0.279‡ 0.389‡ 0.383‡ 0.313‡ 0.436‡
NSCQ 0.385‡ 0.343‡ 0.478‡ 0.423‡ 0.374‡ 0.521‡
MaxSCQ 0.426‡ 0.415‡ 0.571‡ 0.440‡ 0.453‡ 0.623‡
σ1 0.457‡ 0.423‡ 0.582‡ 0.516‡ 0.470‡ 0.643‡
σ2 0.318‡ 0.405‡ 0.555‡ 0.380‡ 0.448‡ 0.608‡
σ3 0.409‡ 0.430‡ 0.591‡ 0.453‡ 0.479‡ 0.649‡
joint 0.478‡ 0.445‡ 0.608‡ 0.522‡ 0.490‡ 0.666‡

across all queries (p < 0.05). The variability score predictors are extremely effective
for the TREC-2001 topics (p < 0.01), but show less consistent performance for TREC-
9, where the linear Spearman correlation is not significant. The joint predictor using
both sources of information consistently performs well over both sets of topics, showing
highly significant correlation (p < 0.001), and outperforming all three baselines.

We note that the AvICTF baseline performs particularly poorly for this collection;
the reason appears to be that presence of queries that contain terms that do not occur in
the collection. The MaxIDF predictor is highly effective on the TREC-2001 topics,
but performs relatively poorly on the TREC-9 data. Basing prediction on just a single
characteristic of queries therefore does not appear provide sufficient information to give
consistent performance across informational searches on web data.
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Table 5. Pearson (Cor), Kendall (Tau), and Spearman (Rho) correlation test between average pre-
cision (AP) and predictors on the Robust collection. Asterisk, dagger and double dagger indicate
significance at the 0.05, 0.01 and 0.001 levels, respectively.

LM Okapi
Query Predictors Cor Tau Rho Cor Tau Rho
301-450; MaxIdf 0.505‡ 0.359‡ 0.496‡ 0.466‡ 0.326‡ 0.456‡
601-700 SCS 0.376‡ 0.204‡ 0.293‡ 0.343‡ 0.183‡ 0.266‡

AvICTF 0.386‡ 0.234‡ 0.336‡ 0.355‡ 0.203‡ 0.294‡
SCQ 0.062 0.102∗ 0.149∗ 0.058 0.090 0.132∗
NSCQ 0.338‡ 0.258‡ 0.375‡ 0.304‡ 0.227‡ 0.333‡
MaxSCQ 0.371‡ 0.348‡ 0.493‡ 0.335‡ 0.316‡ 0.450‡
σ1 0.329‡ 0.323‡ 0.458‡ 0.310‡ 0.302‡ 0.434‡
σ2 0.237† 0.368‡ 0.514‡ 0.223‡ 0.353‡ 0.495‡
σ3 0.478‡ 0.382‡ 0.528‡ 0.444‡ 0.356‡ 0.496‡
joint 0.379‡ 0.370‡ 0.514‡ 0.284‡ 0.363‡ 0.505‡

Web Data, Navigational Topics. Table 4 shows the results for navigational topics 601–
872 on the GOV2 collection. The performance of the MaxIDF baseline is very strong
for named page finding topics; this predictor gives the highest performance for the task
across correlation coefficients and retrieval models. While less strong than the MaxIDF
correlation, the performance of the joint predictor is consistently the second-highest,
and is competitive for this task.

Newswire Data, Informational Topics. Experimental results for predictors on newswire
data, using topics from the 2004 TREC Robust track, are shown in Table 5. The rela-
tive performance of the schemes shows more variation here than for other collections.
In general, the two most effective predictors are MaxIDF , σ3 and joint. The actual
ordering varies depending on the correlation coefficient: MaxIDF shows the highest
correlation using the Pearson coefficient. Using the non-linear correlation coefficients
leads to different conclusions, with σ3 showing the highest correlation with the perfor-
mance of the language model retrieval system, and joint giving the highest correlation
with the Okapi model.

We note that our SCS and AvICTF baseline results are slightly lower than those
reported by He and Ounis [9]. We believe that this is due to differences in retrieval
systems (Terrier and Lemur) used to calculate the system MAP scores.

6 Conclusions

We have introduced two new families of pre-retrieval predictors, based on the simi-
larity between a query and the overall document collection, and the variability in how
query terms are distributed across documents. Our experimental results show that these
sources of information are both important for different collections, and are significantly
correlated with the mean average precision of two different retrieval models. The best
performance is obtained when combining both sources of information in the joint pre-
dictor; this strongly outperforms three pre-retrieval baseline predictors for informational
search tasks on web data, while giving comparable performance with the best baseline
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on newswire data, and for navigational search tasks. The new predictors offer a signif-
icant advantage over previously proposed pre-retrieval predictors, because the perfor-
mance of the latter varies drastically between search tasks and data types.

In our results, it can be seen that different correlation coefficients may in some cases
lead to different conclusions about the performance of predictors. In future work we in-
tend to explore the methodology of query performance prediction, to investigate which
are the more appropriate measures for this task. We also plan to consider a variety of
post-retrieval predictors to complement the pre-retrieval approaches.
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Abstract. We present iCluster, a self-organizing peer-to-peer overlay
network for supporting full-fledged information retrieval in a dynamic en-
vironment. iCluster works by organizing peers sharing common inter-
ests into clusters and by exploiting clustering information at query time
for achieving low network traffic and high recall. We define the criteria
for peer similarity and peer selection, and we present the protocols for
organizing the peers into clusters and for searching within the clustered
organization of peers. iCluster is evaluated on a realistic peer-to-peer
environment using real-world data and queries. The results demonstrate
significant performance improvements (in terms of clustering efficiency,
communication load and retrieval accuracy) over a state-of-the-art peer-
to-peer clustering method. Compared to exhaustive search by flooding,
iCluster exchanged a small loss in retrieval accuracy for much less mes-
sage flow.

1 Introduction

Information sharing in a peer-to-peer (p2p) network requires searching in a dis-
tributed collection of peers [1]. Distributed Hash Tables (DHTs) [2,3] and Se-
mantic Overlay Networks (SONs) [4,5] are common solutions to the problem
of fast information search in p2p networks. DHTs provide fast lookup mecha-
nisms facilitating information search over the network assuming that each peer
is connected to other peers and is responsible for a part of the distributed index.
SONs provide an alternative solution to the problem of decentralized indexing
by relaxing the requirement of strict peer connectivity imposed by DHTs: peers
are virtually linked together (forming clusters) based on the likelihood to con-
tain similar content. The problem of finding the most relevant resources is then
reduced to the one of locating clusters of peers similar to the query.

We present iCluster, an approach towards efficient organization of p2p
networks into SONs that supports Information Retrieval (IR) functionality:
iCluster is automatic (requires no intervention by the user), general (requires
no previous knowledge of the peers’ contents and works for any type of text con-
tents), adaptive (adjusts to dynamic changes of the network contents), efficient
(query processing is faster than existing solutions in the literature) and accurate
(achieves high recall outperforming current approaches).

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 65–76, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Recent work on SONs by Loser [6] suggests combining information from all
layers for scoring the peers. Spripanidkulchai [7] introduced the notion of peer
clustering based on similar interests rather than similar documents. Edutella [8]
uses metadata to arrange super-peers into the so called HyperCup topology [9].
Finally, Lu [10] suggests using content-based information to route query mes-
sages to a subset of neighboring peers. However, the work referred above assumes
one interest per peer (peer specialization). Klampanos [11] proposed an approach
for clustering peers holding information on more that one topics. Parreira [12]
introduces the notion of “peer-to-peer dating” for allowing peers to decide which
connections to create and which to avoid, based on various usefulness estima-
tors. Additional work on peer organization using SONs is based on the idea of
“small world networks” [13,14]. Schmitz [5] assumes that peers share concepts
from a common ontology, and this information is used for organizing peers into
communities (small worlds) with similar concepts.

iCluster extends the idea of peer organization in small world networks by
Schmitz [5] in the following ways: (a) Peers contribute documents in the network
(rather than concepts from an ontology). To that end, peers are represented in
the network by their interests (in fact document descriptions derived from their
content by automatic text processing). Accordingly, query processing imposes
document search operations over the network. (b) This organization allows for
peers with multiple and dynamic interests (not known in advance). (c) iCluster

proposes new rewiring protocols for achieving dynamic (on the fly) organization
of peers in clusters and also, effective information search in the derived clustered
organization of peers.

The rest of this paper is organized as follows: iCluster architecture and pro-
tocols are discussed in Sect. 2, experimental results are presented and discussed
in Sect. 3, followed by conclusions and issues for future research in Sect. 4.

2 iCluster

Each peer is characterized by the content of the documents it contributes to the
network. Peers with similar interests are grouped together into clusters. Peers
may have more than one interests and belong to more than one clusters. Each
peer maintains a routing index holding information for short- and long-range
links to other peers:

short-range links correspond to intra-cluster information (i.e., links to peers
with similar interests).

long-range links correspond to inter-cluster information (i.e., links to peers
belonging to different clusters and thus, having different interests).

Entries in the routing index are of the form (ip(pj), cjk), where ip(pj) is the
IP address of peer pj the link points to and cjk is the k-th interest of pj . The
number of routing indices maintained by a peer equals the number of peer’s
interests. Peers may merge or split their interests by merging or splitting their
corresponding routing indices.
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2.1 Peer Similarity

Initially, each peer organizes its documents into groups by applying a document
clustering algorithm [15]. The documents of a peer may belong to more than
one clusters (i.e., the peer may have more than one interests). Documents are
represented by term vectors, and each cluster k, k ∈ [1, Li], is represented by its
centroid cik (i.e., the mean vector of the vector representations of the documents
it contains). Each peer pi is represented by the list {ci1, ci2, . . . , ciLi} with the
cetroids of its clusters.

A peer pi can be related to another peer pj by virtue of more than one
interests. The similarity between peers pi and pj with respect to interest k of pi

is defined as
Sk

ij = Sk(pi, pj) = max∀y{Sim(cik, cjy)}, (1)

where cik, cjy are the interests of pi and pj, and Sim(cik, cjy) is the similarity
between their centroid document vectors. The overall similarity between two
peers is defined as the maximum similarity over all pairs of cluster centroids:

S(pi, pj) = max∀x,y{Sim(cix, cjy)} (2)

Finally, the similarity between a document (or query) d and a peer pi is
defined as the maximum similarity between the document (or query) and the
peer’s interests (centroids):

sim(d, pi) = max∀x{Sim(d, cix)}. (3)

2.2 iCluster Protocols

The main idea behind iCluster is to let peers self-organize into SONs, and then,
search for similar answers (documents) by addressing the most similar clusters
to a given query. The protocols regulating peer join, generation of peer clusters,
and query processing in iCluster are discussed next.

Peer Join: When a peer pi connects to the network, it computes its description
{ci1, ci2, . . . , ciLi}. For each interest cik in its description, pi maintains a routing
index RIik, which is constructed as follows: pi issues a request to the network
that, through a random walk, collects in RIik the IP addresses and descriptions
from λ (randomly) visited peers, which form the initial neighborhood νik of pi.
These (randomly selected) links will be refined according to pi’s k-th interest,
using the peer organization protocol below.

Peer Organization: Peer organization proceeds by establishing new connec-
tions and by discarding old ones, producing this way groups of peers with similar
interests. Each peer pi periodically initiates a rewiring procedure. For each in-
terest k, pi computes the intra-cluster similarity NSik (as a measure of cluster
cohesion) as

NSik =
1

|νik| ·
∑

∀pj∈νik

Sk
ij , (4)
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Procedure Rewiring(pi, k, tF , θ, m)
A procedure initiated by a peer pi whenever its neighborhood
similarity NSik drops below a predefined threshold θ.

input: peer pi with interest cik and routing index Rik

output: updated routing index Rik

1: compute NSik = 1
|νik| ·

∑
∀pj∈νik

Sk
ij

2: if NSik < θ update routing index Rik as follows
3: P = { }
4: initiate message FindNodes= (ip(pi), cik, P, tF )
5: issue FindNodes to neighbors pj , j = 1, . . . , m, of pi

the issuing neighbors are with equal probability
m random or the m most similar to pi

6: let cjκ the interest of pj most similar to cik

7: P = P ∪ {(ip(pj), cjκ)}
8: reduce message TTL tF by 1
9: do the same for the neighbors of pj

10: repeat until message TTL tF = 0
11: return list P to pi

Fig. 1. Peer organization procedure

where |νik| is the number of peers in the neighborhood of pi with respect to
interest k. If NSik is greater than a threshold θ (θ is user defined), then pi

does not need to take any further action, since it is surrounded by peers with
similar interests. Otherwise, pi initiates a cluster refinement process by issuing
FindNodes= (ip(pi), cik, P, tF ) message, where ip(pi) is the IP address of pi,
cik is the centroid corresponding to k-th interest of pi and tF is the time-to-
live (TTL) of the message (tF is user defined). A peer pj receiving the message
computes the similarity between its interest cjy with interest cik in FindNodes

message, appends to P the interest resulted in the maximum similarity value,
reduces tF by 1 and forwards FindNodes message to its neighbors. When tF =
0, FindNodes message is sent back to the initial sender pi. The message is
forwarded with equal probability either to (i) a number m of randomly chosen
peers contained in pj’s routing index, or (ii) to the m peers most similar to pi

(the sender of the message). The rationale of applying both forwarding solutions
at the same time is not only to connect pi directly to similar peers, but also
indirectly, by enabling propagation of the forwarding message to other similar
peers through non-similar peers in the neighborhood of pi. Figure 1 summarizes
the steps of the above rewiring process.

A peer pj receiving FindNodes message collects information about new peers
with similar interests, and appends it in its routing index RIjκ by replacing old
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short-range links corresponding to less similar peers with new links corresponding
to more similar peers. Additionally, pj collects information about peers with non-
similar interests in RIjκ updating its long-range links.

Query Processing: Queries are issued by free text or keywords and are for-
mulated as term vectors. The peer issuing the query initiates a Query= (q, tq)
message, where q is the query vector and tq is the TTL of the message (tq is
user defined). The initiator pi of the message compares q against its interests
and decides for the forwarding of the message to some or all of its neighbors
according to the query routing strategy that follows. Similarly, peers receiving a
Query message compare q against their interests and forward the message to
neighboring peers.

A forwarding peer pj compares q against its interests and forwards q to its short-
range links (i.e., broadcasts the message to its neighborhood) if sim(q, pj) ≥ θ.
Otherwise, pj forwards q to m peers, that are the most similar peers to q (fixed
forwarding). At each step of the forwarding procedure, tq is reduced by 1.

Apart from query forwarding, each peer pj receiving q applies the following
procedure for retrieving documents similar to q. The peer compares q against
its interests and if sim(q, pj) ≥ θ the peer matches q against its locally stored
content to retrieve similar documents. Pointers to these documents are sent to
the initiator of the query pi. When this process is completed, pi produces a list
R with results of the form 〈d, Sim(q, d)〉, where d is a pointer to a document and
Sim(q, d) is the similarity between q and d. The candidate answers are ordered
by similarity to the query and returned to the user. Figure 2 summarizes the
steps of the query processing algorithm.

2.3 Discussion

iCluster is highly dynamic as it allows for random insertions or deletions of
new documents in existing peers. Peers recompute their interests when their
document collection has fairly changed. iCluster is based solely on local in-
teractions, requiring no previous knowledge of the network structure or of the
overall content in the network. Each peer initiates a rewiring procedure every
time the overall similarity of the peers in its neighborhood (intra-cluster simi-
larity) drops below a predefined threshold. The cost of this organization results
in extra message traffic, which increases with threshold θ. However, this extra
message traffic is traded for faster and more efficient search at query time.

iCluster maintains a fixed number of long-range links (i.e., links to other
clusters) in the routing indices of the peers in addition to short-range links. This
prevents clusters from becoming isolated and thus inaccessible by other clusters.

Methods such as [8,5] assuming one interest per peer (specialization assump-
tion) might not perform well under this setting: the description of a peer would
either reflect the contents of its strongest interest (e.g., the one with more doc-
uments) ignoring all other interests, or result in a single cluster corresponding
to the averaging over the entire document collection of the peer. This in turn,
would result in poor retrieval performance as queries (even very specific ones)
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Algorithm Query Routing(Query, pi, tq, θ, m)
A peer pi compares the query q towards its interest, finds
similar documents and forwards the query to its neighbors.

input: query q issued by peer pi and threshold θ,
output: document answer set R

1: search within the interests of pi

2: if sim(q, pi) > θ then
3: Ri = { }
4: search for similar documents within pi

5: if Sim(q, d) > θ then
6: include d in answer set Ri = Ri ∪ (d, Sim(q, d))
7: if sim(q, pi) > θ then
8: forward q to all short-range links of pi

by issuing Query Routing
9: else
10: forward q to the m neighbors of pi most similar to q

by issuing Query Routing
11: reduce query TTL tq by 1
12: search similarly within each visited peer pj

13: repeat until query TTL tq = 0
14: return answer sets Rj to pi

15: rank results R = ∪Rj on pj by similarity with q

Fig. 2. Query routing algorithm

will be addressing highly incoherent clusters of peers. In iCluster, each peer
identifies its interests by applying a local clustering process.

3 Evaluation

The experiments are designed to demonstrate the superiority of the proposed
iCluster protocols over (a) a state-of-the-art approach for peer organization
and retrieval [5] and (b) exhaustive search by flooding [16].

3.1 Experimental Set-Up

iCluster has been tested on a subset of the OHSUMED TREC1 collection
with 30,000 medical articles and on the TREC62 data set with 556,078 docu-
ments. Each OHSUMED document belongs to one out of 10 classes while, each
document in the TREC6 collection belongs to one out of 100 classes.
1 http://trec.nist.gov/data/t9 filtering.html
2 http://boston.lti.cs.cmu.edu/callan/Data/
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The network consists of 2,000 peers. Initially, each peer is assigned documents
from one class (i.e., initially each peer has one interest). Each peer maintains
one routing index with links to other peers (10% are long-range links).

Each peer periodically tries to find better neighbors by initiating the rewiring
procedure. The base unit for time used is the period t. The start of the rewiring
procedure for each peer is randomly chosen from the time interval [0, 4K · t] and
its periodicity is randomly selected from a normal distribution of 2K · t for each
peer separately. We start checking the network at time 4K · t, when all peers
have initiated at least once the rewiring procedure.

We experimented with different values of similarity threshold θ, message for-
warding TTL tF and query forwarding TTL tq. In the following, we show how the
critical values characterizing the network vary over time. We considered 5 dif-
ferent initial network topologies and for each topology the results were averaged
over 5 runs.

3.2 Performance Measures

The performance of iCluster is mainly evaluated in terms of peer organization,
communication load and accuracy of retrieval (recall). The (weighted) clustering
coefficient wγ is one of the common metrics [17,18] used to describe how well
the peers are organized into groups with similar interests and is defined as:

wγ =
1
N

N∑

i=1

(
1

λ(λ − 1)

∑

∀pj ,pk∈νi,pk∈νj

S(pj, pk)) (5)

The network load of a method is measured by the number of messages ex-
changed by the peers during rewiring or querying. In turn, the accuracy of re-
trieval is evaluated using recall (i.e., percentage of qualifying answers retrieved
with respect to the total number of qualifying answers in the network). An orga-
nization (or search) strategy is better than another if it achieves better clustering
coefficient (or retrieval accuracy) for less communication load.

3.3 Peer Organization

To evaluate the clustering effectiveness of iCluster, we monitored how wγ
varies over time for different values of θ and tF . After a few iterations (after 9K ·
t), wγ stabilizes to 0.21 for the OHSUMED and 0.55 for the TREC6 data set. The
variation in wγ is due to the variation in the number of document classes in the
two data sets. Stability is achieved as peers are surrounded eventually by other
peers with similar interests (i.e., NS > θ). The experiments demonstrate that
the values of wγ are slightly influenced by θ (less than 3%). Additionally, only a
small number of organization messages are initially needed and are reduced to
0 after time 6K · t, when the network becomes coherent.



72 P. Raftopoulou and E.G.M. Petrakis

Additional experiments indicate that the network converges faster for higher
values of tF (i.e., high values of tF address peers far apart from the peer origi-
nating the process). Although wγ do not vary significantly with tF , the commu-
nication overhead increases by 86% (i.e., when tF increases from 4 to 7), leading
us to choose tF = 4 for our setting.

The experiments above demonstrate that the rewiring protocol of iCluster

results in a effective peer organization at the expense of small communication
load. The rewiring similarity threshold θ affects clustering cohesion, while the
rewiring TTL parameter tF has minimal effects on the convergence time of the
network.

3.4 Performance of Retrieval

The purpose of this set of experiments is to evaluate the performance of the
proposed query routing protocol as a function of (i) recall, (ii) communication
overhead incurred by a query and (iii) recall per search message. We also examine
the dependance of recall and communication overhead on tq, θ and tF . The
plots below correspond to measurements on the OHSUMED data set (TREC6
produced similar results).
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Fig. 3. Recall as a function of time for various values of θ

Figure 3 illustrates how recall varies with time for various values of θ. When no
similarity structure is imposed in the network (4K ·t), the queries are flooded over
the network reaching recall as high as 0.8. However, this value of recall is achieved
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for large communication overhead (1,200 messages per query). When the net-
work becomes organized into cohesive clusters (after time 9K · t), iCluster

achieves the same high values of recall for much less communication overhead
(500 messages per query).

As shown in Fig. 3, θ = 0.6 achieves the highest recall on an organized network
(after time 9K · t). For lower values of θ, there are many links from each peer
towards non-similar peers, since the clusters are not coherent enough. For higher
values of θ, the clusters are coherent but it becomes difficult for a query to
be forwarded to similar clusters of peers through other non-similar peers. The
optimal value of tF achieving the best recall is 6.
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Fig. 4. Recall and query messages per query as a function of tq

Figure 4 shows the dependence of recall and communication load incurred by
the query (in number of messages sent) on tq. Obviously, recall increases with
tq as more peers are receiving q, but communication load increases as well. For
tq = 4 or 6 the recall achieved is very low. Notice that tq = 10 achieved almost
19% better recall (approaching recall 1) than tq = 8 at the expense of 53% more
communication load. Based on these observations, the suggested value of tq is
8. Although tq = 8 is relatively high, the communication overhead is low as
iCluster applies selective propagation of query messages to qualifying peers.

The experiments above showed that iCluster achieves high values of recall
for less communication load when the network becomes organized into cohe-
sive clusters. We examined the dependance of the retrieval performance on the
rewiring process and on tq, and we suggested optimal values for the parameters
(i.e., achieving high recall with small communication overhead).
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3.5 Comparison to other Methods

The following methods are implemented and compared:

– iCluster, the method proposed in this work for θ = 0.6, tF = 6 and tq = 8.
– Query flooding, the method implemented by many p2p systems (e.g.,

Gnutella). It assumes no special network structure and the query is flooded
over the network. For comparison with iCluster we set tq = 8.

– The peer organization approach proposed by Schmitz [5], using θ = 0.6,
tF = 6 and tq = 8 to have results that are comparable with iCluster.

Notice that wγ is close to 0 for flooding, indicating no organization of peers
into clusters. Compared to [5], iCluster results in higher value of wγ (0.21 as
opposed to 0.08) and therefore, better clustering quality.
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Fig. 5. Recall as a function of time for (a) iCluster (b) Flooding and (c) Schmitz [5]

Figure 5 shows how recall varies over time for all three approaches. The flood-
ing approach achieves recall 0.85 as it searches the network almost exhaustively
imposing high communication overhead. As Fig. 5 indicates, prior to imposing
any similarity structure in the network (before time 6K · t), iCluster and [5]
achieves recall as high as 0.8. However, notice the high communication overhead
incurred by both methods (i.e., almost 1,000 messages per query). When the net-
work becomes organized, iCluster (unlike [5]) achieves recall resembling that
achieved by the flooding approach but for much less (up to 60%) communication
overhead. Finally, Fig. 6 indicates that, in terms of message traffic per query,
flooding is the worst method.
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Fig. 6. Number of search messages as a function of time for (a) iCluster (b) Flooding
and (c) Schmitz [5]

In this set of experiments, iCluster is compared with the peer clustering ap-
proach by Schmitz [5] and the standard exhaustive search approach by flooding,
in terms of both communication load and retrieval accuracy. The experiments
showed that iCluster benefited the most from creating coherent clusters of
peers with similar interests, as it resulted in high recall for much less network
load than all its competitor methods. In particular, iCluster can be almost as
effective as flooding for much less message flow (i.e., the communication load
reduced by approximately 70%).

4 Conclusion

We present iCluster, an approach for organizing peers into clusters and for
supporting information retrieval functionality. iCluster ensures clustering co-
herence while achieving high accuracy of retrievals by issuing a periodic rewiring
procedure. The experimental results demonstrated that iCluster outperforms
other approaches for peer organization and retrieval, achieving higher cluster-
ing quality and higher recall for less communication overhead. Future work, in-
cludes experimentation with different query distributions, the study of the effect
of churn (dynamic peer insertions/deletions) to network organization and data
retrieval, and extension of the proposed protocols to support both information
retrieval and filtering functionality (publish/subscribe).
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Abstract. Modeling and naming general entity-entity relationships is
challenging in construction of social networks. Given a seed denoting
a person name, we utilize Google search engine, NER (Named Entity
Recognizer) parser, and CODC (Co-Occurrence Double Check) formula
to construct an evolving social network. For each entity pair in the net-
work, we try to label their categories and relationships. Firstly, we utilize
an open directory project (ODP) resource, which is the largest human-
edited directory of the web, to build a directed graph, and then use three
ranking algorithms, PageRank, HITS, and a Markov chain random pro-
cess to extract potential categories defined in the ODP. These categories
capture the major contexts of the designated named entities. Finally, we
combine the ranks of these categories and tf*idf scores of noun phrases
to extract relationships. In our experiments, total 6 evolving social net-
works with 618 pairs of named entities demonstrate that the Markov
chain random process is better than the other two algorithms.

Keywords: Category Labeling, Relationships Labeling, and Evolving
Social Network.

1 Introduction

Constructing social networks is important for many applications such as trust
estimation, person name disambiguation, collaborative recommendation, predic-
tion of dissemination behavior, etc. Aleman-Meza et al. [1] integrate DBLP bib-
liography (dblp.unitrier.de) and FOAF (Friend-of-a-Friend) documents which
provide ”knows” relationship of social network to detect conflict of interests.
Rather than explicit relationships, many more social relationships are implicitly
embedded in the cyberspace.

To tell if two given named entities have a relationship and further the relation-
ship labeling is fundamental for social network construction. Two named entities
mentioned in a same document may have a relationship due to that they work
on a same group or same projects, have similar or opposing standpoints, etc. Of
course, they may co-occur by chance. Matsuo et al. [8] use Jaccard coefficient
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to calculate the co-occurrence scores of two objects. This paper uses CODC
(Co-Occurrence Double Check) [3] to determine the strengths of relationships.

Given two arbitrary named entities, their possible relationships are many.
DBLP and FOAF are not enough to capture general relationships. Matsuo et
al. [10] consult RELATIONSHIP1, a vocabulary for describing relationships be-
tween people, and use decision tree to assign 4 types, including co-author, co-lab,
co-project and co-conference, to members of two conferences. Mori et al. [11] ana-
lyze and cluster the snippets returned by a search engine to extract local contexts
for representation relationships. The Open Directory Project (ODP) defines the
most comprehensive ontology of the web including over 590,000 categories from
4,830,584 sites by 75,151 editors, and has bounteous taxonomy paths from which
inferences of relationship can be obtained. Maguitman et al. [9] and Ferragina
and Gulli [4] utilize those taxonomy nodes and paths to detect semantic relation-
ships and cluster snippets. In this paper, we adopt Mori’s postulation and ODP
resource to extract potential categories by three ranking algorithms, PageRank
[12], HITS [6], and a Markov chain random process [5]. After that, we combine
the ranks of categories and tf*idf scores of noun phrases selected from snippets
to identify their relationships.

This paper is organized as follows. Section 2 introduces how to construct an
evolving social network from a search engine by given a seed. Section 3 describes
how to build a directed graph by the ODP resource. Section 4 specifies three
algorithms to extract potential categories, in particular, Markov chain random
process. Section 5 shows and discusses the experimental results. Section 6 con-
cludes the remarks.

2 Evolving Social Network

Given a seed, a person name, we introduce an algorithm to build a social network
in this section. The algorithm produces relational named entities incrementally
and it is an iterative procedure [7]. Our process will build a social network which
is in terms of a tree structure. In the beginning, the tree only has one node, i.e.,
the seed. The process chooses a node P without any children from the tree, and
submits it to a search engine. After parsing the top N returned snippets, the
process extracts highly co-occurring named entities with the node P. The named
entity of co-occurrence scores with P larger than a predefined threshold, θ, is
added into the tree as a child of P. The process iterate the above procedure to
evolve the social network. Hence, we call it ”an evolving social network”.

2.1 Co-occurrence Scores

We adopt our previous work “Co-Occurrence Double Check (CODC) [3]”, a
formula of measuring semantic similarity between two words by web pages, to
verify the co-occurrence relationship of two named entities X and Y . If X and
Y have a strong relationship, then we can find Y from X (a forward process
denoted as (Y @X) and find X from Y (a backward process denoted as X@Y ).
1 http://vocab.org/relationship
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The CODC(X, Y ) is defined as follows:

CODC(X, Y ) =

{
0 if f(Y @X) = 0 or f(X@Y ) = 0

elog( f(Y @X)
f(X) × f(X@Y )

f(Y ) )α

otherwise
(1)

where f(Y @X) is total occurrences of Y in the top N snippets when query X
is submitted to a search engine; similarly, f(X@Y ) is total occurrences of X in
the top N snippets for query Y ; f(X) is total occurrences of X in the top N
snippets of query X , and, similarly, f(Y ) is total occurrences of Y in the top N
snippets of query Y .

To control the size of an evolving social network, we set some conditions. Each
social network derives at most three levels. At level 0, i.e., root, it derives no
more than N∗ children. The maximal number of children of a node at level (i+1)
is bounded by the number at the level i multiplying by a decreasing rate, r.

2.2 An Example of Evolving Social Network

We utilize the Google search engine (http://www.google.com) and set θ=0.01,
N∗=20 and r=0.5 to construct and control our evolving social network. The
process in each query crawls 200 snippets by the search engine, then we employ
the “Stanford Named Entity Recognizer”2 (NER parser) to parse the snippets
and extract person name only.

Consider an example “Roger Federer” (a famous tennis player) to build his
evolving social network. In beginning, the root node “Roger Federer” is regarded
as a query term submitted to the search engine. Then, the NER parser and
CODC checker extract 17 named entities from those returned snippets. Those
named entities are shown in Figure 1(a). In the next iteration, we choose a node
without any children, “Rafael Nadal”, as a new query term by FIFO (First-In
First-Out) criterion. The process repeats the above procedure to extract named
entities. The result is shown in Figure 1(b). The final evolving social network is
shown in Figure 1(c).

Some errors will appear in this network. (1) The node is not a named entity
(NE). It is an NE recognizer error. (2) The node is an organization name. We only
allow person names in the social network. Here we also regard it as an NE error.
(3) The node has person name ambiguity problem. For example, ”Lawrence”
maybe is a researcher, an actor or a hockey player. This proposed approach does
not deal with this problem. In the above example, we got 103 pairs. Among them,
90 pairs are related to tennis, 6 pairs are related to biographies, 1 pair is related
to a soccer player and 1 pair is about entertainments. The remaining 5 pairs are
NE errors. For each pair, their potential categories and possible relationships are
many. In next two sections, we will utilize the ODP resource and three ranking
algorithms to extract potential categories defined in the ODP and their possible
relationships.

2 http://www-nlp.stanford.edu/links/statnlp.html
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(a) (b)

(c)

Fig. 1. The Process of Building Roger Federer’s Evolving Social Network

3 Extracting Potential Categories and Relationships

It is a challenging to detect what the relationships are between named enti-
ties. Some existing methods employ the user profile, wikipedia or some websites
which provide the friend of a friend (FOAF) information and interpersonal re-
lations. However, those resources may not available in an open domain. Here,
we adopt the postulation of Mori et al. [11]. That is, if an entity pair shares a
similar relationship, then their local contexts are similar. In this paper, our local
contexts include person names, organization names, location names, and some
other noun phrases. These local contexts are called cue patterns hereafter. We
further postulate that if the cue patterns identify the most representative cate-
gories, then they provide important information for relationship finding. Hence,
labeling problem becomes how to determine potential categories by cue patterns.
Our method is to build a directed graph from those cue patterns, and then to
extract potential categories from the directed graph.
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Fig. 2. A Directed Graph is Built by the ODP Resource

3.1 Building a Directed Graph by Cue Patterns

Given a named entity pair, identifying potential categories process firstly submit
them to a search engine, and extract cue patterns from those returned snippets
by an NER parse and a NP chunker. Maguitman et al. [9], and Ferragina and
Gulli [4] utilize the ODP resource to detect semantic relationships and cluster
snippets. Based on their ideas, we submits each cue pattern to an ODP search
engine, and crawl top N taxonomy paths returned by the ODP search engine.
For example, those taxonomy paths like “Sports > Tennis > Tournaments >
Grand Slams (GS)”, “Arts > Movies > Titles > Wimbledon”, and so on, are
retrieved for “Wimbledon”. Next, the taxonomy nodes and edges in the paths
are collected. In the above example, the set of the nodes is {Sports, Tennis,
Tournaments, GS, Arts, Movies, Titles, Wimbledon} and the set of the edges is
{(Sports, Tennis), (Tennis, Tournaments), (Tournaments, GS), (Arts, Movies),
(Movies, Titles), (Titles, Wimbledon)}. Finally, a directed graph G = {V, E} is
built, where V is the set of the taxonomy nodes and E is the set of the edges
between two nodes. Each edge, u → v, has a weight in terms of its frequency.

Consider a named entity pair, “Roger Federer” and “Rafael Nadal”. We treat
“Roger Federer” and “Rafael Nadal” as a query term to Google search engine.
After parsing the returned snippets, the process extracts a lot of cue patterns.
Submitting those patterns to Google directory search engine3 , an ODP search
engine, the process can extract a set of taxonomy nodes, V , and a set of edges,
E. If a node includes un-ASCII codes like, ä, ë, ÿ, and so on, we will filter it
out and label it as “xx”. This process could be termed text normalization. A
directed graph G = {V, E} is built. Figure 2 shows the directed graph. We can
3 http://www.google.com/dirhp
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find that “Tennis”, “Male”, “Ballsport”, and “Players” have many in-degrees
and our-degrees. In the graph, many nodes have zero in-degrees or out-degrees,
or low frequencies. Most sub-graphs are small. The graph is similar to web page
connection graphs. All ranking algorithms of web pages can be use to extract
critical nodes, i.e., potential categories. In this approach, we adopt three ranking
algorithms, PageRank (a surfer on a node with probability 0 to random jump to
other nodes), HITS and a Markov chain random process, to extract those critical
nodes from the directed graph. Section 4 specifies how the 3rd method works.

3.2 Relationships Labeling

After identifying some critical nodes by a ranking algorithm, we will select the
most representative snippets and extract potential relationships according to
those critical nodes. A function F with two parameters, a cue pattern and a
critical node, is defined. If the cue pattern can identify the critical node, then
F returns 1, else 0. Suppose that M critical nodes are extracted by the ranking
algorithm, and a snippet has S cue patterns. Formula 2 computes a score for
each snippet.

Snpscore =
S∑

i=1

M∑

j=1

(tfidf(Pi) × F (Pi, Cj)) (2)

where tfidf(Pi) is tf × idf score of the cue pattern Pi and critical node Cj is
extracted by the ranking algorithm. The tf is a pattern frequency and the idf
is an invert document (snippet) frequency in those returned snippets.

4 Extracting Critical Nodes from a Directed Graph

A Markov chain random process is a probability based framework. At first, we
transform a graph G = {V, E} into an adjacency matrix M . Let V denote the
set of nodes of matrix M . The value of an element mij is the weight of edge
eij . Formula 3 transforms the matrix M into a stochastic matrix P with state
space V . For each state i,

∑|V |
j=1 pij equals to 1. If the probability of element mii

equals to 1, the state i is an absorbing state. An absorbing state is a stop point
in which out-degree is zero.

pij =

⎧
⎪⎪⎨

⎪⎪⎩

mij/
∑|V |

k=1 mij if
∑|V |

k=1 mij �= 0

1 if i = j
0 if i �= j

otherwise
(3)

In the Markov chain random process, Pn is an n-step stochastic matrix. pn
ij is

the probability of which the state i will pass to the state j in n steps. A state i
could be a transient state, i.e., pn

ii = 0, or an absorbing state, i.e., pn
ii = 1, when

n limits to infinite. Analyzing the limiting behavior of a stochastic matrix, each
state can get a stationary distribution. The stationary distribution is similar to
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the PageRank for an indicator of a page weight [5]. For each transient state,
the stationary distribution is an expected number in which the state was visited
from other transient states and then end to an absorbing state. An important
state will be visited many times by other states. If a stochastic matrix P is a
nonnegative and irreducible matrix, then we can apply Jordan form decompo-
sition to get the unique distribution for each i when n limits to infinite [2]. In
general, our stochastic matrix is not an irreducible matrix. We need another
method to calculate the stationary distribution.

Here, we partition those absorbing states and transient states into a set of
mutually disjoint classes and check that each transient state will be absorbed on
which absorbing states. We define a structure, S =< R, T >, where R is a set
of absorbing states and T is a set of transient states which will be absorbed on
R. The structure is an element for the partition. Suppose that the Markov chain
random process has k absorbing states. For each absorbing state, x, we have a
pair, Sx =< Rx = {x}, Tx= {nodes: x′s ancestry in the directed graph G}>. If
state x is an isolate node, then Tx is assigned to be an empty set. Let the initial
partition be {S1, S2, ..., Sx, ..., Sk}. The process which get mutually disjoint
classes consists of two steps shown as follows:

Step1: For any two records, Sx and Sy, in the partition, if intersection of Tx

and Ty is not empty, then we set a new record S =< R = merge(Rx, Ry)
and T = merge(Tx, Ty) > to replace Sx and Sy in the partition.

Step2: We repeat the intersection and merge operations until no records in the
partition can be merged.

Finally, the partition set is {. . . , Sz,. . . }, where Sz is < Rz , Tz >. Now, we
rearrange the stochastic matrix P into the following form:

P =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

P1
. . .

Pz 0
. . .

. . . . . .
Z Q

. . . . . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

where Z is a sub-matrix with indexing Tz × Rz , and Pz and Q are two sub-
matrices with indexing Rz × Rz and Tz × Tz, respectively.

Let i and j be two transient states in Tz and Ei[Nj ] be the expected number of
state i visiting state j until the end comes to Rz. The Ei[Nj ] < ∞, because i and
j are transient states. The Pn

ii → 0 implies Qn → 0 , when n limits to infinite.
That is, all eigenvalues of Q have absolute values less than 1. Hence, (I − Q)
is invertible, because the diagonal elements are not zero. Formula 4 specifies
Ei[Nj ]. The 1j(Xn) is state i in time n visiting state j. The element matrix I
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supports initial state as the first visit. Finally, the stationary distribution (SD)
of the state i can be calculated by operation of an inverse matrix as Formula 5.

Ei[Nj] = Ei[
∑∞

n=0 1j(Xn)] =
∑∞

n=0 Pn
ii

= (I + P + . . . + Pn + · · · )
= (I + Q + . . . + Qn + · · · )
= (I − Q)−1

ij

(4)

SD(i) = PiRz =
∑

j∈Tz

(I − Q)−1
ij (5)

5 Experiments

We prepare six seeds for generating their evolving social networks. They are
two tennis players, “Rafael Nadal” and “Roger Federer”, two baseball players,
“Derek Jeter” and “Ichiro Suzuki”, and two pioneers, “Bill Gates” and “Sergey
Brin”. They are shown in Table 1. In the table, the number of social chains
for a seed denotes the number of pairs in their evolving social network. Totally,
we have 618 named entity pairs to try to extract their potential categories and
relationships. In extracting cue patterns, we employ the “Stanford Named Entity
Recognizer” parser and a YamCha4 chunker to extract them. When we submit
each named entity pair to the Google web search engine, we can get a set of
cue patterns for each pair. Each pattern in the cue pattern set will be submit
to the Google directory search engine to crawl taxonomy nodes. We pick and
choose top 10 nodes with high frequencies as our baseline model, and pick and
choose top 120 nodes to ask 6 assessors to try to select about 5 critical nodes
as answer keys. If NE error appears in the pair, assessors are asked to label it
with ’NE-Error’. Besides, assessors are asked to label ’Non-Category’ when no
categories are applicable to the pair. Table 1 shows the numbers of NE-Errors,
Non-Categories, and the numbers of categories by assessors for each evolving
social network.

We adopt the reciprocal rank of the top relevant taxonomy nodes (abbreviated
as recip rank) to evaluate the performance. There are four possible types of cue
patterns, including noun phrase (NP), organization name (Org), location name
(Loc), and person name (PN). We explore different combinations to determine
which types are more important for extracting potential categories. A string
with four bits is used to represent the 15 possible combinations. The 1st, 2nd,
3rd, and 4th bit from left to right of the string represent NP, Org, Loc, and PN,
respectively. For example, a bit string ”1111” (mixer type 15) denotes all the
four types are used. Table 2 shows the results of the baseline model with various
combinations. In the cases of the players, the most helpful type is PN, i.e., 0001.
In pioneer cases, the most helpful type is Org, i.e., 0100. In summary, the order
of helpful types is PN > Org > NP > Loc.

4 http://chasen.org/ taku/software/yamcha/
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Table 1. Statistics of 6 Evolving Social Networks

# of # of # of # of Categories
Seed Social Chains NE-Errors non-Categories by Assessors

Roger Federer∗ 103 5 0 551 (5.62)

Rafael Nadal∗ 107 11 0 540 (5.63)

Derek Jeterx× 107 3 1 485 (4.70)

Ichiro Suzukix× 102 1 2 487 (4.92)

Bill Gates+ 100 11 7 383 (4.67)

Sergey Brin+ 99 20 7 295 (4.01)

Table 2. Recip Scores of the Baseline Model

Roger Rafael Derek Ichiro Bill Sergey
N(Mixer) Federer∗ Nadal∗ Jeterx× Suzukix× Gates+ Brin+

1 (0001) 0.7882 0.7751 0.4069 0.4096 0.2108 0.2005

2 (0010) 0.1772 0.2231 0.2503 0.2254 0.1666 0.148

3 (0011) 0.7506 0.7541 0.3949 0.4051 0.2314 0.2092

4 (0100) 0.6993 0.7051 0.3883 0.3655 0.2299 0.246

5 (0101) 0.7704 0.7714 0.4146 0.4209 0.2257 0.223

6 (0110) 0.4955 0.4742 0.3846 0.3167 0.2014 0.2446

7 (0111) 0.7739 0.7625 0.4126 0.3972 0.233 0.2273

8 (1000) 0.5718 0.505 0.2728 0.3013 0.2029 0.2221

9 (1001) 0.7597 0.7736 0.4123 0.4118 0.2179 0.218

10 (1010) 0.467 0.4342 0.3003 0.2777 0.2026 0.2382

11 (1011) 0.7508 0.7637 0.4087 0.396 0.2187 0.2433

12 (1100) 0.7145 0.6999 0.3802 0.3868 0.2232 0.2469

13 (1101) 0.7597 0.7637 0.4225 0.4277 0.2333 0.2242

14 (1110) 0.5831 0.5677 0.3883 0.3577 0.2111 0.2543
15 (1111) 0.766 0.762 0.4161 0.4145 0.2302 0.2374

5.1 Extracting Potential Categories

Different cue patterns crawl different taxonomy nodes, and different nodes can
build different directed graphs. In a directed graph, each edge, u → v, has a
weight, which is a frequency of (u, v). Now, we analyze what weighting scheme
in which combination can get a best score. If a link is weak, i.e., the weight of
an edge is less than a predefined threshold, it will be removed from the directed
graph. The three ranking algorithms, PageRank, HITS and the Markov chain
random process (SD), are employed to extract 10 critical nodes from the directed
graph.Figure 3 shows the recip rank scores of three evolving social networks with
different thresholds. The numbers above the x-axis denote the combinations.
Figures 3(a) and 3(c) show that the cue patterns, PN and Org, are most helpful,
i.e., 5 (0101). We also find that the curve of the SD is similar to the PageRank.
If a node does not have any in-degrees, the ranking score of its HITS is null. But
those nodes are important. When we increase the thresholds, the curve of the
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(a)

(b)

(c)

Fig. 3. Recip Ranks of HIT, PageRank, and Markov Chain Random Process on (a)
Rafael Nadal, (b) Derek Jeter and (c) Bill Gates

Table 3. SD Compare with Baseline Model, HITS, and PageRank

Roger Rafael Derek Ichiro Bill Sergey
Recip scores Federer∗ Nadal∗ Jeter× Suzuki× Gates+ Brin+

Baseline 0.7882 0.7751 0.4225 0.4277 0.2333 0.2543
HITS 0.8107 0.8002 0.4953 0.4967 0.3025 0.2521

PageRank 0.7809 0.7792 0.4248 0.4673 0.2989 0.2445

SD 0.8110 0.7826 0.5501 0.5621 0.3361 0.2519

HITS will decrease more quickly than the PageRank and SD. It means that the
PageRank and the SD are more robust than the HITS.

Most of cue patterns are NPs. Figure 3(b) shows the helpful type is NPs, i.e.,
8 (1000). They can determine the correct critical nodes. Thus, when we increase
the threshold, the reciprocal rank score decreases very slowly. Many absorbing
nodes, i.e., those stop nodes without out-degree, are not important. The SD is
different from the PageRank in that the SD filters out absorbing nodes (refer to
Formula 4). Table 3 summarizes the experimental results. The SD is better than
the PageRank in all cases, and outperform the HITS as well as baseline model
in all cases except Nadal and Brin, respectively.
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5.2 Labeling Relationships

Table 4 shows some results by using the Markov chain random process. The
extracted categories are listed in the last column. The relationships are extracted
by Formula 2 and are listed in the 4th column. In the 1st case, the named
entity pair is two hottest tennis players “Roger Federer vs. Rafael Nadal.” The
relationship “the hottest feud” is quite good. In the 2nd case, Bill Gates and his
wife Melinda Gates, their relationships are “Gates Foundation”, “The enormous
endowment”, “a charitable organization” and “Harvard University”. In the 3rd

case, Micro is not a named entity. It is marked as an NE-Error by assessors. Our
process cannot detect the NE error, and it still extracts their potential categories
and relationships. The “Cruzer” is a storage facility. In the last case, “Sergey
Brin vs. Larry Page”, they all are the Google CEO. Using “search engine” or
“young men” to describe them is reasonable. In summary, the cue patterns
determine the correct categories, and provide important information for correct
relationships finding.

Table 4. Four Examples for Potential Categories and Relationships Labeling

Seed Name Pair Extracted Relationship Potential Categories

Tennis
Roger Federer 1. a worthy successor Male

1 Roger Federer vs. 2. the tennis court. Ballsport
Rafael Nadal 3. the hottest feud Players

Sport

1. Gates Foundation
Bill Gates 2. The enormous endowment Regional

2 Bill Gates vs. 3. archival articles Massachusetts
Melinda Gates 4. a charitable organization, Pioneers

5. Harvard University
1. prices, read reviews

Micro 2. Compare products, Hardware
3 Bill Gates vs. 3. comparison shop Business and Economy

Cruzer 4. the best place
5. store ratings
1. search engine, Reference

Sergey Brin 2. young men, Catholicism
4 Sergy Brin vs. 3. Steve Jobs, Denominations

Larry Page 4. Fujio Cho, Ranking
5. the first time File Sharing

6 Concluding Remarks

This paper introduces an evolving social network construction method. It not
only sets up a network of named entities incrementally, but also labels the rela-
tionships between named entities. Two traditional link analysis algorithms, i.e.,
PageRank and HITS, and a probability-based framework, Markov chain random
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process, are employed to extract the potential categories. Markov chain random
process performs the best using the reciprocal rank metric. Name disambigua-
tion can reduce the errors in an evolving social network. In current experiments,
we only consider the co-occurrence score of the parent-child pairs. Merging all
the siblings will be investigated. In addition, we will study learning methods to
decide important snippets and extract critical noun phrases.

Acknowledgments. Research of this paper was partially supported by Ex-
cellent Research Projects of National Taiwan University, under the contract
96R0062-AE00-02.
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Abstract. We present a method to automatically generate a term-opinion lexi-
con. We also weight these lexicon terms and use them at real time to boost the
ranking with opinionated-content documents. We define very simple models both
for opinion-term extraction and document ranking. Both the lexicon model and
retrieval model are assessed. To evaluate the quality of the lexicon we compare
performance with a well-established manually generated opinion-term dictionary.
We evaluate the effectiveness of the term-opinion lexicon using the opinion task
evaluation data of the TREC 2007 blog track.

1 Introduction

This work shows how to construct a subjective-word lexicon augmented by term-weights
for real-time opinion retrieval. More generally, we address the problem of retrieving doc-
uments that contain opinions on a specific topic. Documents, like many posts of web logs
(blogs), may contain authors’ opinions on a specific subject, and user’s information task
may consist in retrieving different opinions, like reviews on films, products, books, or
more simply people’s opinions on public personalities.

The automatic construction of a sentiment and subjective lexicon, and how it can be
used for topical opinion are very challenging problems. For example, several machine
learning techniques (Naive Bayes, maximum entropy classification, and Support Vector
Machines) have been shown to not perform as well on sentiment classification as on
traditional topic-based categorization [15]. One of the difficulty of subjective analysis is
that sentiment and subjective words distribute quite randomly or more uniformly in the
set of relevant documents, while for retrieval or classification models the discriminating
words instead occur non-randomly.

To assess the effectiveness of our automatic method we used a dictionary made up of
8221 words built by Riloff, Wiebe and Wilson [16,19]. The words of Riloff et al. dic-
tionary are “clue” words for detecting topical opinions or subjective content, and were
collected either manually from different resources or automatically using both anno-
tated and unannotated data. Other opinion term lexicons were created by Mishne [12],
and by Esuli and Sebastiani (SentiWordNet) [8]. In particular, Mishne extracted terms

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 89–100, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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from positive training data using information gain, removing terms appearing also in
negative training data, and selecting manually a set of opinion terms.

In this work we show how to generate a sequence of dictionaries

OpinV = OpinV1 ⊃ OpinV2 ⊃ . . . ⊃ OpinVk ⊃ . . .

that can be used to topical opinion retrieval. The surprising outcome of this work is that
we are able to automatically select and weight the terms of a very small subset OpinVk

(made up of about 50 words) of the entire dictionary OpinV (made up of about 12250).
This small list of subjective terms performs as good as the entire dictionary in terms of
topical opinion retrieval. As a consequence, we are able to perform at real time topical-
opinion retrieval with a negligible loss in performance. The reason why we obtain such
a high performance is not only due to the technique that singles out the right set of
subjective words, but is mainly due to the assigned weights of these subjective words.

This work is developed according to the three following steps:

1. We first define a learning algorithm based on a query expansion technique that
selects a set of subjective-term candidates [3]. The selection is based on measuring
the divergence of term frequencies in the set of opinionated and relevant documents
and in the set of relevant-only documents. High divergence witnesses a potential
subjective-term.

2. Then, we assume that the best subjective terms minimize the divergence of the
within-document term-frequency with respect to the average term-frequency in the
set of opinionated and relevant documents. In other words best subjective words
spreads over the opinionated and relevant documents more uniformly than the in-
formative words do.

3. We finally introduce a fusion methodology free from any parameter, that combines
the content-only ranking with the opinion-only ranking.

Although we use a bag of words approach, we show that topic opinion retrieval perfor-
mance is very high. Since retrieval, query expansion and ranking merging are obtained
by parameter-free functions, our methodology is thus very effective, easy and efficient
to implement.

2 Related Work

Topical opinion processing usually is conducted in three steps: extraction of opinion ex-
pressions from text (in general seen as a classification problem), document assessment
by an opinionated score, and document ranking by opinionated content.

Hatzivassiloglou and McKeown propose data constraints on the semantic orienta-
tions of conjoined adjectives, to automatically construct a log-linear regression model
predicting whether two conjoined adjectives are of same or different orientation. They
further improve the classification of adjectives as positive or negative by defining a
graph with orientation links [10]. Agreement on the orientation between adjectives is
used as a link, and since positive adjectives tend to be used more frequently than nega-
tive ones, one of the two classes that has higher average frequency is classified as having
positive semantic orientation.



Automatic Construction of an Opinion-Term Vocabulary 91

Using Hatzivassiloglou and McKeown’s semantic orientation of adjectives, Turney
presents a simple semantic orientation method for phrases based on Mutual Informa-
tion [6,9] of phrases with adjectives and verbs [18]. A document is classified as recom-
mended if the average semantic orientation of its phrases is positive.

Classification on a whole collection is usually computationally expensive (e.g. Hatzi-
vassiloglou and McKeown’s method is NP-complete). A way to reduce the computa-
tional cost is to extract information by a topic-driven methodology similar to the query
expansion process. For example, Skomowroski and Vechtomova [17] exploit the first-
pass retrieval to extract a sample of topic relevant documents, from which co-occurence
statistics about adjectives are more efficiently extracted. Nouns are counted when they
are in the scope of an adjective, that is adjectives act like modalities or concepts. All
subjective adjectives are ranked according to the standard normal score (Z-score) be-
tween expected and observed co-occurrences of adjectives with query-terms in the top
R retrieved documents. Then, document ranking aggregates different scores, one of
them being the opinionated probability of the query terms.

Skomowroski and Vechtomova’s work has similar approach to the Local Context
Analysis of Xu and Croft [20] who expand the original query taking into account text
passages that contain both query-terms (concepts) and expanded-terms. Also Zhang and
Yu [21] expand the original query with a list of concepts and a list of expanded words. A
classifier for sentences based on Support Vector Machines is trained with some external
resources, and then is applied to the set of returned documents. The final document
ranking is obtained by removing the documents that do not contain opinions.

There is another approach based on language model that starts with a collection of
ternary queries (sentiment, topical, polarity) and collects the statistics in the collection
at the sentence level. Their estimate relies on a collection of paired observations, which
represent statements for which they know which words are topic and sentiment words.
To predict the sentiment value of a new sentence the two word frequencies (in sentence
and in collection) are combined by cross-entropy [7].

A central problem for topical opinion document ranking is how to combine ad hoc
retrieval scores with additional information on training data, in order to boost the ranks
by opinion scores. A simple way to merge scores from different sources of evidence
is the use of standard normal scores that has been shown to be very effective in some
information tasks [4,17]. Our approach is parameter-free: first we obtain the document
ranking by content, then we re-rank the documents taking into account the opinion score
and the content rank as combining function.

3 Statistical Analysis of Subjective Terms

The logical representation of languages include three principal constituents: constants
c, concepts C and relations R, that roughly, correspond to nouns, adjectives and verbs
respectively. A context can be logically represented by R(C1(c1), . . . , Ck(ck)), that is
a context is represented by relations among concepts expressed on constants.

However, Information Retrieval has a flat view of objects: the essence of words is
their appearance and substance is quantified by probability of occurrence or by means
of information theoretic notions like that of information content. It is a matter of fact
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that nouns provide the highest information content, while adjectives and verbs provide
additional information to the context, but bringing less information content.

Our primary goal is to verify some hypotheses on subjective but non-informative
terms only by means of information theoretic analysis of term-types and without a direct
exploitation of term association and co-occurrence. This simplification will guarantee
a faster implementation of opinion analysis. We process terms as for query expansion:
we pool all relevant and opinionated documents with respect to all 50 topics of the blog
track of TREC 2006, and use the set R of all relevant documents as population and the
subset O ⊂ R of opinionated documents as biased sample. Each term will have four
frequencies:

– a relative frequency pc in the set D of all documents;
– a relative frequency pr in the set R of relevant documents;
– a relative frequency po in the set O of relevant and opinionated documents;
– a relative frequency pd in the document d.

A dictionary containing weighted terms is automatically generated on the basis of
the following considerations:

– Since nouns describe better the content of documents, they possess the highest
information content:

Inf(t) = − log2 Prob(pd|pc)

The inverse of probability is used to provide the information content of a term in a
document d. The main property of Inf is that if pd ∼ pc then the document is a
sample of the collection for the term t and thus it does not bring information, i.e.
Inf(t) ∼ 0. Inf(t) will be used to provide the content score of a term in a document.

– Opinionated terms do not carry information content ( Inf(t) is low). However, they
tend to appear more frequently in the opinionated set, O, rather than in the relevant
one, R. Therefore, we maximize the opinionated entropy function, OE(t):

OE(t) = − log2 Prob(po|pr)

to extract possible opinionated terms. On the other hand, information content terms
tend to have a similar frequency in both relevant set R and opinionated set O, that
is the function OE(t) is minimized for information content terms.

– When nouns are in the scope of adjectives1, adjectives possibly specify the polarity
of opinions. Since verbs link nouns, verbs possibly testify presence of opinions.
Concepts2, adjectives, verbs and adverbs distribute more randomly in the set of
opinionated documents. In other words, a high value OE(t) can be due to peaks of
frequencies in a restricted number of opinionated documents. The function OE(t)

1 Skomowroski and Vechtomova [17] report that in English a noun follows an adjective the 57%
of cases.

2 According to Heiddeger (1957; Identity and Difference) things are either practical objects or
abstracted from their context and reified as ”objects” of our knowledge representation (con-
cepts). Essence of objects, that is the permanent property of things, is the “substance” (under-
standing), that is the meaning. Nouns mainly represent such objects in our language.
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is not robust since it does not consider if the maximization of OE(t) is obtained
with a more uniform distribution or not. To filter out noisy terms we use a second
information theoretic function (average opinionated entropy, AOE(t)) which is the
average divergence of document frequency from the expected frequency po in the
set of opinionated documents:

AOE(t) = − 1
|O|

∑

d∈O

log2 Prob(pd|po)

We will use a very simple approximation of AOE(t) that has not additional cost
with respect to the computation of OE(t). The approximation will act as a boolean
condition for selecting terms with highest opinion entropy scores OE(t).

The automatically generated dictionary will be further used at retrieval time to re-
rank the set of retrieved documents by opinionated scores.

3.1 Distribution of Opinionated Terms in the Set of Opinionated Documents
with Respect to Relevant Documents

We have assumed that those terms that occur more often in the set of opinionated doc-
uments rather than in the set of relevant documents are possible candidates to bring
opinions. To give plausible scores to opinion-bearing terms, we compute an approxi-
mation of the opinion entropy OE(t) by means of the asymmetric Kullback-Leibler
(KL) divergence computed for all terms in the opinionated set O with respect to the set
R of relevant documents, that is

OE(t) = − log2 Prob(po|pr) ∼ KL(po||pr)

being po > pr. We might have used the binomial distribution, or the geometric distri-
bution instead of KL3 to compute Prob(po|pr), but for the sake of simplicity we prefer
to support our arguments with the more intuitive KL measure.

We also anticipated that noise may be caused by some informative terms that appear
more densely in a few set of opinionated documents, but the observation of a skewed
frequency is mainly due to a more frequent occurrence in the set of documents that are
relevant to a given topic. The asymmetric KL divergence is therefore a reliable measure
when term-frequency is more randomly or uniformly distributed across all opinionated
documents. The noise reduction problem is studied in the following section.

3.2 Distribution of Opinionated Terms in the Set of Opinionated Documents

We want to reduce the noise in opinion-term-selection, that is we want now to filter out
those terms that show a distribution of their frequency that is skewed in a few number

3 KL is an approximation of − log2 Prob(po|pr)
TotalFreq(O) where Prob is the binomial distribution. When

weighting terms, the size 1
TotalFreq(O) is a factor common to all words so we may assume

that − log2 Prob(po|pr) ∼ KL(po||pr) up to a proportional factor and a small error.
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of opinionated documents. A skewed distribution is due to the type of our training data.
The opinionated documents are also relevant with respect to a small set of topics (50
queries), and thus it may happen that informative terms might appear more frequently
in opinionated documents because a topic may have all relevant documents that are also
opinionated, that is when O(q) ∼ R(q): such a situation is not an exception in the
blogosphere. In such a case the OE(t) of some non-opinionated terms may be large
when compared with the set of all opinionated documents pooled from the set of all
topics. We now show how to make a first noise reduction for such cases.

Let po = TFO

TotalFreq(O) be the relative frequency of a term t in the set of opinionated

documents, and pd = tf
l(d) the relative frequency of the term in the document d. Since

the set of opinionated documents O is a large sample of the collection we may set
TotalFreq(O) = |O| ·l, where l is the average document length and |O| is the number
of opinionated documents. The asymmetric KL divergence of the frequency of the term
in the opinionated set of document with respect to the prior probability po = TFO

|O|·l is:

AOE(t) =
1

|O|
∑

d∈O

KL(pd||po) =
1

|O|
∑

d∈O

pd · log
pd

po

We have assumed that opinionated terms do not carry information content, and this
assumption translates into the assumption that opinion-bearing terms distribute more
uniformly in the set of opinionated documents, that is when pd ∼ po, or more generally,
when the KL divergence is minimized. If the term distributes uniformly pd can be
approximated by TFO

nt·l , and we need to minimize the function:

AOE(t) ∝ −
∑

d∈O

TFO

nt
lognt = −nt · TFO

nt
lognt = −TFO · lognt

Since we have to minimize AOE(t) and the approximating expression is negative,
and since we may suppose that all terms have a frequency TFO of a similar order of
magnitude in the set of opinionated documents, we may instead maximize the function

log2 nt ∝ nt

where nt is the set of opinionated documents containing the term t. We define a term of
level k if it appears in at least k relevant and opinionated documents[2]. Therefore the
higher the number of documents containing a term, the higher is the probability that the
term is opinionated. The larger k is chosen, the less the number of terms that are selected.
Therefore, we need to find an optimal level k that generates a vocabulary as small as
possible to reduce the computational cost, and in the meantime to be as effective as
possible in terms of retrieval performance. The efficiency/effectiveness problems of the
automatic generation of an opinionated vocabulary is studied in the following sections.

3.3 Opinion-Term Vocabulary

In summary the information theoretic methodology consists of three steps:

1. Terms with the highest divergence OE(t) between the frequency in the set of
opinionated-relevant documents and the frequency in the set of all relevant-only
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Table 1. The number of words of the dictionary SCD after the application of the weak Porter
stemming is 6,352. The precision and the recall of the automatically generated dictionary
OpinVk are measured with respect to a semi-manually generated dictionary SCD.

Level OpinVk ∩ SCD OpinVk Prec. Rec. F-Measure
1 2,325 12,263 0.1896 0.3660 0.2498

100 1,528 4,022 0.3800 0.2406 0.2946
250 994 2,504 0.3970 0.1565 0.2245
500 642 1,625 0.3951 0.1011 0.1610
750 466 1,209 0.3854 0.0734 0.1233

1,000 349 927 0.3765 0.0734 0.1228
3,000 77 219 0.3516 0.0121 0.0234
4,000 47 128 0.3672 0.0074 0.0145
6,000 16 42 0.3809 0.0025 0.0050
8,000 5 12 0.4167 0.0008 0.0016

documents are selected, and then weighted by the same opinion-entropy score
OE(t). This step generates a list CandV of weighted opinion-term candidates.

2. Terms of CandV are then filtered. All terms of CandV with the lowest average di-
vergence AOE(t) (average divergence between term-frequency in O and the term-
frequency within each opinionated-relevant document d ∈ O), are selected from
the list of all terms with positive OE(t) scores. We simply use the minimal num-
ber k of opinionated-relevant documents containing the term as fast and effective
implementation of the AOE(t) scores.

3. A sequence of weighted dictionaries OpinV is obtained at different level of k.
The optimal level is obtained when the performance is maintained stable while the
dictionary size is kept small enough to be used at real-time retrieval.

The OpinVk vocabulary is submitted to the system as a standard query and each
document obtains an opinionated score. At this aim, in our experiments, we assess the
precision of the obtained lexicon and its performance in opinion task retrieval, using a
parameter free model of IR (DPH is a variant of the model by Amati [2]) for first pass
retrieval and a parameter-free model for query expansion [3]. Using this parameter-free
setting for the experiments, we can only concentrate on the methodology to assess the
potentiality of the proposed approach. However, other models can be used to enhance
initial ranking, because better initial rankings generates better topical opinion rankings.

4 A Computationally Lightweight Algorithm for Topical Opinion
Retrieval

The opinionated and relevant document ranking is obtained in three steps:

1. We use the parameter free model DPH as retrieval function to provide the content
score of the documents content score(d||q) = scoreDPH(d||q). We obtain a
content rank for all documents: content rank(d||q).



96 G. Amati et al.

Table 2. The list of terms of OpinV6000 . The table also presents terms of OpinV6000 ∩ SCD
(italicized terms), terms of OpinV8000 (underlined terms) and OpinV8000 ∩ SCD (italicized
and underlined terms). A weak Porter stemmer is applied to terms.

am 0,0893 just 0,0672 people 0,1094 view 0,0139
archive 0,0368 know 0,0514 pm 0,1185 wai 0,0303

back 0,0113 last 0,0161 post 0,0326 want 0,0395
call 0,0253 left 0,0104 read 0,0293 well 0,0187
can 0,0353 like 0,0782 right 0,0530 who 0,1261

come 0,0193 link 0,0341 sai 0,1124 will 0,0070
comment 0,0056 look 0,0157 see 0,0350 work 0,0031

dai 0,0247 mai 0,0023 show 0,0229 world 0,0286
don 0,0640 mean 0,0110 state 0,0049
first 0,0057 need 0,0101 think 0,0748
help 0,0013 now 0,0289 time 0,0407

2. We submit the entire dictionary OpinV as a query and weight the set of retrieved
documents: opinion score(d||OpinV) = scoreDPH(d||OpinV). The opinion-
ated score with respect to a topic q is defined as follows4:

opinion score(d||q) =
opinion score(d||OpinV)

content rank(d||q)

We thus obtain an opinion rank for all documents: opinion rank(d||q).
3. We further boost document ranking with the dual function of opinion score(d||q):

content score+(d||q) =
content score(d||q)
opinion rank(d||q)

The final topical opinion ranking is obtained re-ranking the documents by
content score+(d||q).

5 Experiments and Results

Our experimentation is based on TREC BLOG track dataset [14]. The blog collection
was crawled over a period of 11 weeks (December 2005 - February 2006). The total
size of the collection amounts to 148 GB with three main different components: feeds
(38.6 GB), permalinks (88.8GB), and homepages (20.8 GB). The collection contains

4 Ranking is a mixture of a normal distribution for relevant documents and an exponential dis-
tribution for non-relevant documents [11]. Since the non relevant documents are almost all the
documents of the collection for a given query, ranking roughly follows the power law, that
is the probability of relevance of a document is inversely proportional to its document rank.
Therefore:

opinion score(d||q) ∝ opinion score(d||OpinV) · p(d||q)
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spam as well as possibly non-blogs and non-English pages. For our experimentation we
considered only the permalinks component, consisting of 3.2 millions of Web pages,
each one containing a post and the related comments.

We preprocess data with the aim to remove not English documents from the collec-
tion. This goal is achieved by a text classifier, implemented using Lingpipe [1], a suite
of Java libraries for the linguistic analysis of human language, and trained using the
Leipzig Corpora Collection [5].

We obtain our baseline performing a topic relevance retrieval. For the indexing and
retrieval tasks we adopt Terrier [13]. As already stated in Section 3.3, in our experimen-
tation we use DPH, a parameter free retrieval model. This choice has two main conse-
quences: at first we can ignore the tuning issue and focus our efforts on the proposed
methodology, evaluating the gain obtained with respect to the baseline; on other hand,
all results presented in this Section could be boosted adopting (and properly tuning) a
parameter dependent retrieval model.

We use the semi-manual subjectivity clues dictionary [16,19], that we denote here
by SCD, to study and enhance the performance of the automatically generated dictio-
naries, OpinV in what follows.

Results are shown in Table 3. The first outcome of our work is very surprising: using
a set of only 5 subjective and weighted words, that are filtered at the level with k =
8, 000, we improve both the MAP with respect to relevance (all relevant documents),
from 0.3480 of the baseline to 0.3833 (+10%), and the opinionated relevance MAP
(only opinionated and relevant documents) from 0.2740 to 0.3128 (+ 14%). Similarly,
relevance precision at 10 retrieved documents improves from 0.6480 to 0.7140, while
opinionated relevance improves from 0.4480 (0.3031 is the median run of blog track)
to 0.5180. It is quite a surprising that a small number of query independent words can
improve so largely the quality of ad hoc retrieval. Thus, we may boost both relevance
and topical opinion retrieval at real-time with a negligible computational cost.

The best performance values of relevance MAP (0.3938) is obtained with 16 un-
weighted subjective words (+18% over the median run of TREC 2007 blog track), rele-
vance Precision at 10 (0.7240, +12%) with 349 weighted words, opinionated relevance
MAP (0.3213, +33%) with 77 unweighted subjective words, opinionated relevance Pre-
cision at 10 (0.5420 , +81%) with 1,528 weighted words. The whole semi manual dic-
tionary SCD containing more than 6,000 of subjective words does not perform as good
as its smaller subset SCD ∩ OpinVk for any level k. This support the idea that it
is not the exhaustivity of the dictionary but the subjectivity strength of the words that
improves both relevance and topical opinion. More specifically, modalities, conditional
sentences or verbs that express possibilities (as the words can, may) or that relates di-
rectly the content to its author (as the words (I) am, like, think, want, agree ) are better
predictors of opinions than subjective adjectives. Modal words tend to appear very of-
ten in the blogosphere and they alone are almost sufficient to achieve best performance
in topical opinion retrieval.

It is worth to note that the OpinVk dictionary still contains noisy words due to
the fact that we have not used linguistic or lexical tools. As a consequence we did
not remove geographical adjectives (e.g. “American”) and other words produced by
spam or by blog dependent text in the permalinks (e.g. “post” or “comment”). On the
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Table 3. Performance of relevance and topical opinion retrieval by using the semi-manual dic-
tionary SCD and the fully automatic OpinVk. Test data are from the set 50 queries of the new
blog track of TREC 2007. Training data are from the blog track 2006.

Relevance Opinion
Level k MAP P@10 MAP P@10
Baseline 0.3480 0.6480 0.2704 0.4440
Median run of the Blog track 2007 0.3340 0.6480 0.2416 0.3031
SCD 0.3789 0.7000 0.3046 0.5280

OpinVk ∩ SCD, OpinVk weighted
Relevance Opinion

Level k MAP P@10 MAP P@10
1 0.3862 0.7160 0.3173 0.5420

100 0.3862 0.7160 0.3172 0.5420
250 0.3864 0.7160 0.3171 0.5380
500 0.3867 0.7160 0.3172 0.5380
750 0.3865 0.7160 0.3168 0.5320

1000 0.3871 0.7240 0.3167 0.5380
3000 0.3910 0.7140 0.3213 0.5320
4000 0.3909 0.7180 0.3193 0.5300
6000 0.3911 0.7140 0.3204 0.5160
8000 0.3833 0.7140 0.3128 0.5180

OpinVk ∩ SCD, OpinVk not weighted
Relevance Opinion

Level k MAP P@10 MAP P@10
1 0.3801 0.7040 0.3113 0.5340

100 0.3807 0.7100 0.3118 0.5380
250 0.3817 0.7100 0.3126 0.5380
500 0.3825 0.7100 0.3125 0.5340
750 0.3821 0.7000 0.3110 0.5340

1000 0.3836 0.7040 0.3107 0.5340
3000 0.3889 0.7120 0.3135 0.5280
4000 0.3913 0.7120 0.3144 0.5180
6000 0.3938 0.7200 0.3123 0.5160
8000 0.3874 0.7120 0.3060 0.4960

Full weighted OpinVk

Relevance Opinion
Level k MAP P@10 MAP P@10

1 0.3846 0.7000 0.3080 0.5260
100 0.3848 0.7000 0.3082 0.5260
250 0.3851 0.7000 0.3084 0.5260
500 0.3853 0.7020 0.3083 0.5260
750 0.3856 0.6980 0.3086 0.5220

1000 0.3862 0.7020 0.3103 0.5220
3000 0.3885 0.7040 0.3109 0.5120
4000 0.3879 0.7060 0.3090 0.5080
6000 0.3869 0.7120 0.3103 0.5100
8000 0.3863 0.7060 0.3087 0.5140

OpinVk ∪ SCD, OpinVk weighted
Relevance Opinion

Level k MAP P@10 MAP P@10
1 0.3856 0.7100 0.3168 0.5400

100 0.3856 0.7100 0.3168 0.5400
250 0.3856 0.7100 0.3168 0.5400
500 0.3857 0.7100 0.3170 0.5380
750 0.3860 0.7080 0.3172 0.5360

1000 0.3857 0.7100 0.3165 0.5360
3000 0.3902 0.7140 0.3202 0.5300
4000 0.3903 0.7180 0.3211 0.5380
6000 0.3899 0.7140 0.3205 0.5360
8000 0.3871 0.7160 0.3166 0.5380

other hand, removing words is a challenging task, since OpinVk contains words that
are exclamations, slang or vulgar words that express emotions or opinions but that do
not belong to a clean dictionary like SCD. Furthermore some words are missing (e.g.
“good” or “better”) because the collection has been indexed using the default stopword
list provided by the Terrier framework.

6 Conclusions

We have automatically generated a dictionary of subjective words and we have intro-
duced a method to weight the words of the dictionary through information theoretic
measures for topical opinion retrieval. In contrast to term-association or co-occurrence
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techniques, we have used the training collection as a bag of words. We have first learned
all possible subjective words candidates by measuring the divergence of opinionated
term-frequencies from only-relevant term-frequencies. Then, we have made the as-
sumption that the best (most discriminating) subjective words are the most frequent
ones, and that they distribute non-randomly in the set of opinionated documents. Fol-
lowing this hypothesis, we built a sequence of refined dictionaries, each of them shows
to keep almost unaltered the performance for both retrieval tasks (relevance and opin-
ionated relevance), up to the limit point of using a very small number of words of the
dictionary. Our opinionated relevance ranking formula is also very robust and does not
need any parameter tuning or learning from relevance data. Because of the small size
of these dictionaries, we may boost opinionated and relevant documents at real-time
with a negligible computational cost. Further refinements of the dictionary are possible,
for example using lexical or other external resources. Also minimization of the aver-
age divergence AOE(t), that filters out good subjective words, can be computed more
accurately than the first approximation we have used for these experiments.
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Abstract. Social bookmarking systems allow users to store links to in-
ternet resources on a web page. As social bookmarking systems are grow-
ing in popularity, search algorithms have been developed that transfer
the idea of link-based rankings in the Web to a social bookmarking sys-
tem’s data structure. These rankings differ from traditional search engine
rankings in that they incorporate the rating of users.

In this study, we compare search in social bookmarking systems with
traditional Web search. In the first part, we compare the user activity and
behaviour in both kinds of systems, as well as the overlap of the underlying
sets of URLs. In the second part, we compare graph-based and vector space
rankings for social bookmarking systems with commercial search engine
rankings.

Our experiments are performed on data of the social bookmarking
system Del.icio.us and on rankings and log data from Google, MSN, and
AOL. We will show that part of the difference between the systems is
due to different behaviour (e. g., the concatenation of multi-word lexems
to single terms in Del.icio.us), and that real-world events may trigger
similar behaviour in both kinds of systems. We will also show that a
graph-based ranking approach on folksonomies yields results that are
closer to the rankings of the commercial search engines than vector space
retrieval, and that the correlation is high in particular for the domains
that are well covered by the social bookmarking system.

Keywords: social search, folksonomies, search engines, ranking.

1 Introduction

Collaborative tagging systems such as Del.icio.us1, BibSonomy2, or Flickr3 have
become popular among internet users in the last years. Taggers actively index
and describe Web resources by adding keywords to interesting content and stor-
ing them in a so-called folksonomy on a shared platform. Over the last years,
a significant number of resources has been collected, offering a personalized,
community driven way to search and explore the Web.
1 http://del.icio.us/
2 http://www.bibsonomy.org/
3 http://flickr.com/
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As these systems are growing, the currently implemented navigation by brows-
ing tag clouds with subsequent lists of bookmarks that are represented in chrono-
logical order may not be the best arrangement for concise information retrieval.
Therefore, a first ranking approach based on the graph structure of the under-
lying system was proposed in [8].

In this paper, we will compare search in social bookmarking systems with
traditional Web search. After a brief presentation of related work (Section 2)
and of the used datasets (Google, MSN, AOL and Del.icio.us; Section 3) we will
concentrate on an analysis of tagging and traditional search behaviour consider-
ing tagging and search interest: Are query terms and tags used similarily (Sec-
tion 4.1)? Is tagging and search behaviour correlated over time (Section 4.2)?
How strong is the overlap of the content in social bookmarking systems and
search engines (Section 4.3)?

In Section 5, we turn to the comparison of the different ranking paradigms. We
compare graph-based and vectors space rankings for social bookmarking systems
with the rankings of commercial search engines.

2 Related Work

Search engine rankings and folksonomies have been analyzed separately in several
studies. Different aspects of search were classified by [4]. In [6], temporal correla-
tion based on the Pearson correlation coefficient is used to find similar queries. [1]
calculated cross-correlation and dynamic time warping to visualize rises and falls of
different terms in blogs, search engine click data and news. In [13], time series data
from query logs of the MSN search engine is analyzed. A comparison of traditional
search engine rankings using correlation coefficients was carried out by [3].

The vision of folksonomy-based systems and a first analysis of Del.icio.us is
presented in [7]. Several studies consider social annotations as a means of im-
proving web search. [10] conducted a user study to compare the content of social
networks with search engines. [2,14] propose to use data from social bookmark-
ing systems to enhance Web search: [2] introduces two algorithms to incorporate
social bookmarking information into Web rankings. [14] considers popularity,
temporal and sentiment aspects. In [8], two of the authors presented a ranking
algorithm for folksonomies, the FolkRank. It adopts the idea of PageRank [11]
to the structure of folksonomies. To the best of our knowledge no work examines
differences and similarity of user interactions with folksonomy and search engine
systems, coverage and rankings as done in this work.

3 Experimental Setup

3.1 Basic Notions

Tags in Folksonomies. The central data structure of a social bookmarking
system like Del.icio.us is called folksonomy. It can be seen as a lightweight clas-
sification structure which is built from tag annotations (i. e., freely chosen key-
words) added by different users to their resources. A folksonomy consists thus
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of a set of users, a set of tags, and a set of resources, together with a ternary
relation between them.

Query Terms in Search Engines. For comparing tagging and search be-
haviour, we need similar structures on both sides. In the search engine log data,
we will therefore split up each query into the terms that constitute it. Query
terms are thus all substrings of a query that are separated by blanks.

Items. We will use the term item to subsume tags and query terms.

3.2 Data Collection

We consider a MSN log data set and data of the social bookmarking system
Del.icio.us to compare the search behaviour with tagging. To compare folkson-
omy rankings to search engine rankings, we use crawls of commercial search
engines (MSN, Google). A log dataset from AOL [12] is further used to find out
about overlaps between different systems. Table 1 presents an overview of the
datasets’ dates, numbers of queries and numbers of different URLs.

Social bookmarking data. In summer 2005 and November 2006 we crawled
Del.icio.us to obtain a comprehensive social bookmarking set with tag assign-
ments from the beginning of the system to October 2006. Based on the time
stamps of the tag assignments, we are able to produce snapshots. In this paper,
we use a snapshot of May 2006 for Section 4 and the entire dataset to compute
rankings in Section 5. The first 40,000 tags of the Summer 2005 dataset served
as queries in our search engine crawls.

Click data. We obtained a click data set from Microsoft for the period of May
2006. To make it comparable to tags, we decomposed a query into single query
terms, removed stop words and normalized them. Sessions which contained more
than ten queries with the same query terms in a row were not included into our
calculations. A second click data set was obtained from AOL.

Search engine data. Two crawls from MSN and Google are used. While we
retrieved 1000 URLs for each query in the MSN dataset, we have 100 URLs for
each query in Google.

All query terms and all tags were turned to lowercase.

4 Tagging and Searching

Both search engines and bookmarking systems allow users to interact with the
Web. In both systems, the fundamental resources are URLs. In search engines,
a user’s information need is encoded in a query being composed of one or more
terms. In social bookmarking systems, the users themselves assign in a proactive
fashion the tags – which later will be used in searches — to the resources.

In this section, we will compare the search and tagging behaviour. Search
behaviour is described by the query terms submitted to a search engine. We use
the number of occurrences of a term in the queries of a certain period of time as
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Table 1. Overview of datasets

Dataset Name Date Terms/Tags Nb. of different URLs

Del.icio.us 2005 until July 2005 456,697 3,158,435

Del.icio.us May only May. 06 375,041 1,612,405

Del.icio.us complete until Oct. 06 2,741,198 17,796,405

MSN click data May 06 2,040,207 14,923,285

MSN crawl Oct. 06 29,777 19,215,855

AOL click data March - May 06 1,483,186 19,215,858

Google crawl Jan. 07 34,220 2,783,734

an indicator for the users’ interests. The interests of taggers are described by the
tags they assigned to resources during a certain period. We start our exploration
with a comparison of the overlap of the set of all query terms in the MSN log data
with the set of all tags in Del.icio.us in May 2006. This comparison is followed by
an analysis of the correlation of search and tagging behaviour in both systems
over time. Query log files were not available for bookmarking systems, hence we
study the tagging (and not the search) behaviour only.

The section ends with an analysis of the coverage of URLs considering again
the bookmarking system Del.icio.us, and the search engines Google, MSN and
AOL. As we do not have access to the indexes of the search engines, we approx-
imate their content by the results of the most prominent queries.

4.1 Query Term and Tag Usage Analysis

By comparing the distribution of tags and query terms we will get some first
insights into the usage of both systems. The overlap of the set of query terms
with the set of tags is an indicator of the similarity of the usage of both systems.
We use the Del.icio.us data from May 2006 to represent social bookmarking
systems and the MSN 2006 click data to represent search engines.

Table 2 shows statistics about the usage of query terms in MSN and tags
in Del.icio.us. The first row reflects the total number of queried terms, and the
total number of used tags in Del.icio.us. The following row shows the number
of distinct items in all systems. As can be seen, both the total number of terms
and the number of distinct terms is significantly larger in MSN compared to the
total number of tags and the number of distinct tags in Del.icio.us. Interestingly,
the average frequency of an item is quite similar in all systems (see third row).
These numbers indicate that Del.icio.us users focus on fewer topics than search
engine users, but that each topic is, in average, equally often addressed.

Figure 1 shows the distribution of items in both systems on a log-log scale.
The x-axis denotes the count of items in the data set, the y-axis describes the
number of tags that correspond to the term/tag occurrence number. We observe
a power law in both distributions.

Power law means in particular that the vast majority of terms appears once or
very few times only, while few terms are used frequently. This effect also explains
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Table 2. Statistics of Del.icio.us and MSN in May, 2006

MSN Del.icio.us MSN - Del.
items 31,535,050 9,076,899 —

distinct items 2,040,207 375,041 96,988

average 15.46 24.20 —

frequent items 115,966 39,281 18,541

frequent items containing “ ” 90 1,840 1

frequent items containing “-” 1,643 1,603 145

frequent items cont. “www.”, “.com”, “.net” or “.org” 17,695 136 30
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Fig. 1. Item distribution

the relatively small overlap of the MSN query terms with the Del.icio.us terms,
which is given in the 2nd row/3rd column of Table 2. In order to analyse the overlap
for the more central terms, we restricted both sets to query terms/tags that showed
up in the respective system at least ten times.4 The resulting frequencies are given
in the first line of the second part of Table2. It shows that the sizes of the reduced
MSN and Del.icio.us datasets become more equal, and that the relative overlap
increases.

When browsing both reduced data sets, we observed that the non-overlapping
parts result very much from the different usages of both systems. In social book-
marking systems, for instance, people frequently encode multi-word lexems by
connecting the words with either underscores, hyphens, dots, or no symbol at
all. (For instance, all of the terms ‘artificial intelligence’, ‘artificial-intelligence’,
‘artificial.intelligence’ and ‘artificialintelligence’ show up at least ten times in
Del.icio.us). This behaviour is reflected by the second and third last rows in

4 The restriction to a minimum of 5 or 20 occurrences provided similar results.
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Table 3. Top items in May 2006

Tags Del Frequency
design 119,580

blog 102,728

software 100,873

web 97,495

reference 92078

Query terms MSN Frequency
yahoo 181,137

google 166,110

free 118,628

county 118,002

myspace 107,316

Table 2. Underscores are basically used for such multi-word lexemes only, whereas
hyphens occur also in expressions like ‘e-learning’ or ‘t-shirt’. Only in the latter
form they show up in the MSN data.

A large part of the query terms in MSN that are not Del.icio.us tags are
URLs or part of URLs, see the last row of Table 2. This indicates that users of
social bookmarking systems prefer tags that are closer to natural language, and
thus easier to remember, while users of search engines (have to) anticipate the
syntactic appearance of what they are looking for.

The top five tags of Del.icio.us and the top five terms of MSN in May 2006
can be seen in Table 3 with their frequencies. One can see that Del.icio.us has
a strong bias towards IT related terms. Eleven of the 20 top tags are computer
terms (such as web, programming, ajax or linux). The top terms of MSN are
more difficult to interpret. “yahoo” and “google” may be used when people have
the MSN search interface as a starting point in their internet explorer, or when
they leave Microsoft related programs such as hotmail, and want to use another
search engine. “county” is often part of a composed query such as “Ashtabula
county school employees credit union” or “county state bank”. We lack a good
explanation for the high frequency of this term. This might result from the way
Microsoft extracted the sample (which is unknown to us).

4.2 Correlation of Search and Tagging Behaviour over Time

Up to now, we have considered both data collections as static. Next we analyze
if and how search and tagging behaviour are correlated over time. Again we use
the MSN query data and the Del.icio.us data of May 2006. Each data set has
been separated into 24-hour bins, one for each day of May 2006. As the unit of
analysis, we selected those tags from Del.icio.us that also appeared as a query
term in the MSN click data. In order to reduce sparse time series, we excluded
time series which had fewer than five daily query or tagging events. In total,
1003 items remained.

For each item i, we define two time series. The Del.icio.us time series is given
by Xd

i = (xd
i,1, ..., x

d
i,31), where xd

i,t is the number of assignments of tag i to some
bookmark during day t ∈ {1, . . . , 31}. For MSN, we define Xm

i,t = (xm
i,1, ..., x

m
i,31),

where xm
i,t is the number of times this term was part of a query on day t according

to the MSN data.
To reduce seasonal effects, we normalized the data. We chose an additive

model for removal of seasonal variation, i. e., we estimated the seasonal effect for
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a particular weekday by finding the average of each weekday observation minus
the corresponding weekly average and substracted this seasonal component from
the original data [5]. The model underlies the assumption that no substantial
(i. e., long-term) trend exists which otherwhise would lead to increasing or de-
creasing averages over time. As our time period is short, we assume that long
term trends do not influence averages. We also smoothed the data using simple
average sine smoothing [9] with a smoothing window of three days to reduce
random variation. Other smoothing techniques delivered similar results.

In order to find out about the similarity of the two time series of an item i,
we used the correlation coefficient between the two random variables xd

i,t and

xm
i,t which is defined as r =

∑
t(X

d
i,t−μ(Xd

i ))(Xm
i,t−μ(Xm

i ))
σ(Xd

i )σ(Xm
i ) where μ(Xd

i ) and μ(Xm
i )

are the expected values and σ(Xd
i ) and are σ(Xm

i ) the standard deviations.
We applied the t-test for testing significance using the conventional probability

criterion of .05. For 307 out of 1003 items, we observed a significant correlation.
We take this as indication that tagging and searching behaviour are indeed
triggered by similar motivations.
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Fig. 2. Time series of highly correlated items

The highest correlation has the item ‘schedule’ (r = 0.93), followed by ‘vista’
(r = 0.91), ‘driver’, ‘player’ and ‘films’. While both ‘schedule’ time series are
almost constant, the following item ‘vista’ has a higher variance, since a beta
2 version of Microsoft’s Vista operating system was released in May 2006 and
drew the attention of searchers and taggers. The ‘vista’ time series are given in
the left of Figure 2. Another example where the peaks in the time series were
triggered from an information need after a certain event is “iran” (r = 0.80),
which has the 19th highest correlation of all tags. The peaks show up shortly
after the confirmation of the United States White House that Iran’s president
sent a letter to the president of the US on May 08, 2006; and are strongly
correlated. A similar peak for ‘iran’ can be observed in Google Trends5 showing
Google’s search patterns in May 2006. These examples support the hypothesis
that popular events trigger both search and tagging close to the event.
5 http://www.google.com/trends?q=Iran&geo=all&date=2006-5

http://www.google.com/trends?q=Iran&geo=all&date=2006-5


108 B. Krause, A. Hotho, and G. Stumme

Table 4. Averages of all Del.icio.us URLs (full / normalised) with the search datasets

Dataset top 25 top 50 top 75 top 100
Google 19.91 / 24.17 37.61 / 47.83 54.00 / 71.15 69.21 / 85.23

MSN 12.86 / 20.20 22.38 / 38.62 30.93 / 56.47 39.09 / 74.14

AOL — / 19.61 — / 35.57 — / 48.00 — / 57.48

4.3 Coverage of Del.icio.us with MSN, Google and AOL

In this section we shift our focus from query terms and tags to the underlying re-
sources, i. e., the URLs. Considering today’s size of the Web, both search engines
(in particular the part we can crawl) and folksonomies constitute only a small
fraction of the Web. An interesting question is thus if there is any significant
overlap between the URLs provided by both systems.

To compare the coverage of the different data sets, we compute the overlaps
between MSN crawl, Google crawl, AOL click data and the Del.icio.us dataset
of October 2006. As we had no access to the indices of the search engines, we
crawled all search engines with 1,776 queries to obtain comparable datasets.
These queries were determined by taking the 2000 most popular tags of the
Del.icio.us 2005 dataset and intersecting them with the set of all AOL items.
The resulting datasets are described in more detail in Section 3.2.

In order to see whether Del.icio.us contains those URLs that were judged rele-
vant by the traditional search engines, we computed a kind of “recall” for
folksonomy-URLs on the other data sets as follows: First we cut each of the 1,776
rankings of each search data set after the first 25, 50, 75 and 100 URLs. For each
ranking size, we computed the intersection with all Del.icio.us URLs. As the AOL
log data consist of domain names only (and not of full URLs), we also pruned the
URLs of the other systems in a second step to the domain names.

Table 4 shows the results. The first number in each cell is the average number
of overlaps for the original URLs, the second for the pruned URLs. Google
shows the highest overlap with Del.icio.us, followed by MSN and then AOL. For
all systems, the overlap is rather high. This indicates that, for each query, both
traditional search engines and folksonomies focus on basically the same subset
of the Web. The values in Table 4 will serve as upper bounds for the comparison
in Section 5.

Furthermore, the top rankings show more coverage: While in average 24.17
URLs in the top Google 25 ranking are represented in Del.icio.us, only 85.23 are
represented in the top 100 URLs in average. This indicates that the top entries
of search engine rankings are – in comparison with the medium ranked entries –
also those which are judged more relevant by the Del.icio.us users.

4.4 Conclusions of Section 4

The overlap of the whole set of the MSN query terms with the set of all Del.icio.us
tags is only about a quarter of the size of the latter, due to a very high number
of very infrequent items in both systems (Section 4.1, Table 2). Once the sets
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are reduced to the frequent items, the relative overlap is higher. The remaining
differences are due to different usage, e. g., to the composition of multi-word
lexems to single terms in Del.icio.us, and the use of (parts of) URLs as query
terms in MSN.

In Section 4.2, we have seen that for a relatively high number of items the
search and tagging time series were significantly correlated. We have also ob-
served that important events trigger both search and tagging without significant
time delay, and that this behaviour is correlated over time.

Considering the fact that both the available search engine data and the folk-
sonomy data cover only a minor part of the WWW, the overlaps of the sets
of URLs of the different systems (as discussed in Section 4.3) are rather high,
indicating that users of social bookmarking systems are likely to tag web pages
that are also ranked highly by traditional search engines. The URLs of the so-
cial bookmarking system cover over-proportionally the top results of the search
engine rankings. A likely explanation is that taggers use search engines to find
interesting bookmarks.

5 Comparison of Social and Traditional Rankings

In the previous section we compared the user interaction in social bookmarking
systems and search engines and the coverage of URLs of folksonomies in search
engines. In this section we focus on ranking algorithms. Are overlapping results
different when we introduce a ranking to the folksonomy structure? Are impor-
tant URLs in search engines similar to important URLs in social bookmarking
systems? Is the ranking order within the overlap the same? These questions will
be answered below.

For the commercial search engines, we rely on our crawls and the data they
provided, as the details of their ranking algorithms are not published (beside
early papers like [11]). To rank URLs in social bookmarking systems, we used
two well-known ranking approaches: the traditional vector space approach with
TF-IDF weighting and cosine similarity, and FolkRank [8], a link-based ranking
algorithm similar to PageRank [11], which ranks users, resources or tags based
on the tripartite hypergraph of the folksonomy.

5.1 Overlap of Ranking Results

To compare the overlap of rankings, we start with an overview of the average
intersection of the top 50 URLs calculated for all of our datasets. In this case
we based the analysis on the normalized URLs of the same datasets as used
in Section 4.3. Table 5 contains the average overlap calculated over the sets of
normalized URLs and the TF, TF-IDF and FolkRank rankings of the Del.icio.us
data. We see that the overlap of Del.icio.us Oct. 2006 with the result sets of
the three commercial search engines is low. The average overlap of the MSN and
Google crawl rankings is considerably bigger (11.79) – also compared to the AOL
results which are in a similar range with the Del.icio.us data. The two major
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Table 5. Average overlap of top 50 normalized URLs

Google MSN Del FolkRank Del TF-IDF Del TF
AOL 2.39 1.61 2.30 0.30 0.21

Google 11.79 6.65 1.60 1.37

MSN 3.78 1.20 1.02

Del FolkRank 1.46 1.79

Del TF-IDF 49.53

Table 6. Average overlap with top 100/1,000 normalized Del.icio.us URLs

Google top 50 MSN top 50 AOL top 50
Del 100 9.59 5.00 1.65

Del 1000 22.72 13.43 5.16

search engines therefore seem to have more in common than folksonomies with
search engines.

The TF and TF-IDF based rankings show a surprisingly low overlap with
Google, MSN and AOL, but also with the FolkRank rankings for Del.icio.us.
This indicates that – as for web search – graph-based rankings provide a view
on social bookmarking systems that is fundamentally different to pure frequency-
based rankings.

Although the graph-based ranking on Del.icio.us has a higher overlap with
the search engine rankings than TF-IDF, it is still very low, compared to the
potential values one could reach with a ‘perfect’ folksonomy ranking, e. g., an av-
erage overlap of 47.83 with the Google ranking as Table 4 shows. The remaining
items are contained in the Del.icio.us data, but FolkRank ranked them beyond
the top 50.

To investigate this overlap further, we have extended the Del.icio.us result
sets to the top 100 and top 1,000, resp.

Table 6 shows the average overlap of the top 100 and the top 1,000 normalized
URLs of the FolkRank computations in Del.ico.us data of Oct. 2006 to the top 50
normalized URLs in the Google crawl, MSN crawl and AOL log data. It extends
thus the middle column of Table 5. For Google, for instance, this means that the
relative average overlap is 6.65

50 ≈ 0.13 for the top 50, 9.59
100 ≈ 0.10 for the top 100,

and only 22.7
1000 ≈ 0.02 for the top 1000. This supports our finding of Section 4.3,

that the similarity between the FolkRank ranking on Del.icio.us and the Google
ranking on the Web is higher for the top than for the lower parts of the ranking.

5.2 Correlation of Rankings

After determining the coverage of folksonomy rankings in search engines, one ques-
tion remains: Are the rankings obtained by link analysis (FolkRank) and term
frequencies / document frequencies (TF-IDF) correlated to the search engine
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Table 7. Correlation values and number of significant correlations

Datasets # overlap
> 20)

Avg. corre-
lation

Avg.of signif-
icant correla-
tions

# correlated
rankings

# significant
correlated
rankings

pos/neg pos/neg pos/neg

Google/FolkRank 361 0.26 0.4/-0.17 326/37 176/3

Google/TF-IDF 17 0.17 0.34/0 15/2 5/0

MSN/FolkRank 112 0.25 0.42/-0.01 99/13 47/1

MSN/TF-IDF 6 -0.21 -/- 2/4 0/0

AOL/FolkRank 1 0.25 -/- 1/0 0/0

AOL/TF-IDF 1 0.38 0.38/- 1/0 1/0

Table 8. Top Correlations of Delicious FolkRank with Google (left) and MSN (right),
based on top 100 of Del.icio.us.

Item Intersection Correlation
technorati 34 0.80

greasemonkey 34 0.73

validator 34 0.71

tweaks 22 0.68

metafilter 24 0.67

torrent 29 0.65

blender 22 0.62

torrents 30 0.62

dictionaries 21 0.62

timeline 21 0.62

Item Intersection Correlation
validator 21 0.64

subversion 22 0.60

furl 23 0.59

parser 27 0.58

favicon 28 0.57

google 25 0.57

blogosphere 21 0.56

jazz 26 0.56

svg 23 0.55

lyrics 25 0.54

rankings? Again, we use the rankings of the 1,776 common items from Section 4.3.
As we do not have interval scaled data, we select the Spearman correlation coef-
ficient rs = 1 − 6

∑
d2

n(n2−1) , where d denotes the difference of ranking positions of a
specific URL and n the size of the overlap.6

In Section 5.1 we showed that the overlap of the rankings is generally low. We
therefore only compared those rankings having at least 20 URLs in common.
For each such item, the Spearman coefficient is computed for the overlap of
the rankings. Table 7 shows the results. The AOL comparisons to Del.icio.us
(using the link-based method as well as TF-IDF) do not show sufficient overlap
for further consideration. The Google and MSN comparisons with the link-based
FolkRank ranking in Del.icio.us yield the highest number of ranking intersections
containing more than 20 URLs (Google 361, MSN 112). Both Google and MSN
show a large number of positive correlations. For instance, in Google, we have

6 In [3], enhancements to Kendall’s tau and Spearman are discussed to compare rank-
ings with different URLs. These metrics are heavily influenced if the intersection be-
tween the rankings is small. Because of this we stick to the Spearman correlation
coefficient.
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326 positive correlations, whereby 176 are significant. This confirms our findings
from Section 5.1.

From the results above we derive, that if overlap exists, a large number of rank-
ings computed with FolkRank are positively correlated with the corresponding
search engine rankings. In order to find out the topics on which the correlation
is high, we extracted the top ten correlations of the Del.icio.us FolkRank with
Google and MSN, resp., see Table 8. We found that most items in this set are
IT related. As a major part of Del.icio.us consists of IT related contents, we
conclude that link-based rankings for topics that are specific and sufficiently
represented in a folksonomy yield results similar to search engine rankings.

5.3 Conclusions of Section 5

In Section 5.1, we have seen that a comparison of rankings is difficult due to
sparse overlaps of the data sets. It turned out that the top hits of the rankings
produced by FolkRank are closer to the top hits of the search engines than the
top hits of the vector based methods. Furthermore we could observe that the
overlap between Del.icio.us and the search engine results is larger in the top
parts of the search engine rankings.

In Section 5.2 we observed that the folksonomy rankings are stronger corre-
lated to the Google rankings than to MSN and to AOL, whereby the graph-based
FolkRank is closer to the Google rankings than TF and TF-IDF. Again, we as-
sume that taggers preferably use search engines (and most of all Google) to find
information. A qualitative analysis showed that the correlations were higher for
specific IT topics, where Del.ico.us has a good coverage.

6 Discussion and Outlook

In this paper, we conducted an exploratory study to compare social bookmarking
systems with search engines. We concentrated on information retrieval aspects
by analyzing search and tagging behaviour as well as ranking structures. We were
able to discover both similar and diverging behaviour in both kinds of systems,
as summarized in Sections 4.4 and 5.3. An open question is whether, with more
data available, the correlation and overlap analyses could be set on a broader
basis. A key question to be answered first though is what is to be considered a
success? Is it desirable that social search tries to approximate traditional web
search? Is Google the measure of all things? Computing overlap and comparing
correlations helped us finding out about the similarities between systems. How-
ever, we have no information which approach offers more relevant results from
a user’s perspective. A user study in which users create a benchmark ranking
and performance measures might be of benefit. Further investigation also has to
include a deeper analysis of where URLs show up earlier and the characteristics
of both system’s URLs not being part of the overlap.
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Abstract. Aligned corpora are often-used resources in CLIR systems.
The three qualities of translation corpora that most dramatically affect
the performance of a corpus-based CLIR system are: (1) topical nearness
to the translated queries, (2) the quality of the alignments, and (3) the
size of the corpus. In this paper, the effects of these factors are stud-
ied and evaluated. Topics of two different domains (news and genomics)
are translated with corpora of varying alignment quality, ranging from a
clean parallel corpus to noisier comparable corpora. Also, the sizes of the
corpora are varied. The results show that of the three qualities, topical
nearness is the most crucial factor, outweighing both other factors. This
indicates that noisy comparable corpora should be used as complimen-
tary resources, when parallel corpora are not available for the domain in
question.

1 Introduction

In Cross-Language Information Retrieval (CLIR), the aim is to find documents
that are written in a different language from the query. Consequently, besides
the usual information retrieval (IR) issues, in CLIR one has to address the prob-
lem of crossing the language barrier. Usually, the query is translated from the
source language into the target language, i.e., the language of the documents,
after which a normal monolingual retrieval process can take place. The query
translation approaches can be categorized according to the linguistic resources
employed. The main approaches use either machine-readable dictionaries, ma-
chine translation (MT) systems, fuzzy cognate matching, multilingual corpora,
or a combination of these resources [1,2].

In approaches based on multilingual corpora, the translation knowledge is
extracted statistically from the corpora used. These methods can further be
categorized based on the relatedness of the corpora. A parallel corpus consists
of document pairs that are more or less exact translations of each other. In
a comparable corpus, the document pairs are not exact translations but have
similar vocabulary [3]. The aligned documents can be, e.g., accounts of the same
news event written independently in different countries. Therefore, the alignment
quality of the corpus at hand can vary significantly – a parallel corpus and a noisy
comparable corpus represent the extremes of this characteristic.
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Besides alignment quality, the topical nearness between the corpus and the
translated queries is also a significant factor. For example, a parallel corpus
consisting of sports news is not likely to provide dependable translation knowl-
edge if the queries concern quantum physics. Many of the query words would be
out-of-vocabulary (OOV) for the system.

Naturally, the size of the corpus is also an important factor. The more aligned
documents we have, the more reliable the translation knowledge is. Therefore,
a large parallel corpus with good coverage of domain vocabulary would be ideal
for CLIR. The availability of such corpora is often a problem, however. This is
especially true with rarer languages and special domains. Consequently, noisier
but more easily available comparable corpora may have to be used.

In this paper, the aim is to examine the effects of the above three factors to the
performance of a CLIR system. This is done by applying translation corpora of
varying alignment quality and size to retrieval topics of different domains. To our
knowledge, studies where all the three factors are simultaneously experimented
with, do not exist previously. The results show that although the alignment
quality and size are important factors, it is essential that the corpus covers the
vocabulary of the domain in question.

The rest of this paper is organized as follows. In Sec. 2, we take a look at
related work done previously. Section 3 introduces the corpora used in the ex-
periments, and also the methods that are used to utilize them. Section 4 describes
the test runs and results, and Sec. 5 provides a brief conclusion.

2 Previous Work

Franz et al. [4] varied the size of various parallel corpora and found that the
performance of a CLIR system based on parallel corpora is inversely proportional
to the query OOV rate of the system. This would mean that the OOV rate would
be a handy and easily calculated measure of system performance. Of the three
qualities discussed in Sec. 1, topical nearness is the one closest related to the
OOV rate. However, when comparable corpora are concerned, things are not
that straightforward. It is not enough for the words just to appear in the corpus
– they also have to appear frequently and the document alignments have to be
of good quality.

Zhu and Wang [5] degraded a rule-based MT system by decreasing the size of
the rule base and the dictionary. They found that removing dictionary entries
(i.e., increasing the OOV rate) impaired the performance of the system more
dramatically than removing rules. This seems to be in line with [4].

Xu and Weischedel [6] studied CLIR performance as a function of parallel
corpus and dictionary size. They found that a large dictionary can compensate
for a small parallel corpus and vice versa, and that the combination of these
resources always performs better than either of them alone. As the size of the
corpus was increased, the performance also improved, up to a point. Again,
though, it remains unclear whether the same would be true when a comparable
corpus is used.
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3 Data and Methods

Two topic sets of different domains and languages were used in the experiments.
The Swedish topics were provided by the CLEF consortium [7] and cover news
events from the mid-90’s. The German topics were the German translations of
a TREC genomics track. The topics themselves are more closely introduced in
Sec. 4. For both of the topic sets, two translation corpora were applied. Figure 1
presents the corpora in relation to their alignment quality and topical nearness
to the topics.

All of the corpora and the queries were preprocessed by removing stopwords
and using a lemmatizer program to normalize the words to their base form. Next,
the translation corpora are introduced in more detail.

Fig. 1. Alignment quality and topical nearness of the used translation corpora

3.1 The JRC-Acquis Parallel Corpus

For both of the language pairs and topic sets, the JRC-Acquis parallel corpus [8]
was applied. The corpus consists of official EU documents in all official EU
languages. The alignments in the corpus were made on paragraph or sentence
level, and the aligned documents were exact translations of each other – as one
would expect from a parallel corpus. With respect to the German genomics
topics, JRC-Acquis is topically distant (see Fig. 1), while the distance to the
Swedish news topics is smaller. The ultimate measure for the topical distance is
the corpus’ OOV rate with respect to the queries, which is discussed in Sec. 4.

3.2 The CLEF Swedish-English Comparable Corpus

The CLEF comparable corpus consists of Swedish news-wire reports by the news
agency TT from 1994-95, aligned with news articles by the Los Angeles Times
from 1994. Both of the collections are provided by CLEF [7]. The CLEF corpus
is topically very near the topics (Fig. 1), since it covers news events from the
same period as the topics do. The alignments were created by Talvensaari et al.
[9] in the following way.

Let dS ∈ CS and dT ∈ CT be documents in the source and target collections,
respectively. The aim was to produce a set of alignments A = {〈dS , D〉 | D �= ∅},
where D = {dT |sim(dS , dT ) > θ}, in other words, to map each source document
to a set of target documents whose similarity with the source document exceeds
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some threshold θ. Each set D is called a hyper document. It is not realistic to
expect that a satisfying counterpart for every source language document could
be found. Thus, |A| < |CS |.

To find the similar counterparts in the target collection, querieswere first formed
from each source document. Second, the queries were translated into the target lan-
guage (English) with a smallish dictionary. Third, the translated queries were run
against the L.A. Times corpus with the InQuery retrieval system [10]. The InQuery
score was used as an indication of the similarity between the source document and
the target documents. For each source document, at most 20 target documents
whose similarity exceeded a score threshold were chosen into the set D.

3.3 The Genomics Web Corpus

The genomics Web corpus (GenWeb) consists of paragraphs extracted from Ger-
man and English genomics-related Web pages. They were acquired by Talvensaari
et al. [11] by means of focused Web crawling, which refers to the acquisition of Web
pages that cover a specific topic [12]. The alignments between the German and En-
glish paragraphswere made in the same manner as for the CLEF corpus. The Gen-
Web corpus is topically quite near the topics that is is used to translate (see Fig. 1).

Table 1 presents the translation corpora in more detail. The alignments in the
JRC corpora are all 1-to-1, that is, each source document is aligned to exactly
one target document.

Table 1. The translation corpora in detail

Corpus
Source |A| Avg. |D|

Unique Avg. source Avg. target
target document document

language documents length (words) length (words)

GenWeb German 39,143 6.5 39,190 114 139
CLEF Swedish 12,579 4.3 7,732 183 421
JRC-Ger German 282,417 1 282,417 21 23
JRC-Swe Swedish 277,735 1 277,735 21 24

3.4 COCOT: Employing the Corpora

Cocot, a Comparable Corpus Translation program [9], uses the aligned corpus
as a similarity thesaurus, which implies calculating similarity scores between a
source language word and the words in the target documents. The similarity
thesaurus’ similarity score can be calculated by using traditional IR weighting
approaches, reversing the roles of documents and words. A source language word
is thought of as the query, and target language words are retrieved as the answer.

For a document dj , in which a word ti appears, the Cocot system calculates
the weight wij as follows:

wij =

{
0 if tfij = 0(
0.5 + 0.5 · tfij

Maxtfj

)
· ln

(
NT
dlj

)
otherwise , (1)
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where tfij is the frequency of word ti in document dj , Maxtfj the largest term
frequency in document dj , dlj the number of unique words in the document. NT
can be the number of unique words in the collection, or its approximation.

For a hyper document Dk in which a word ti appears, the weight is

Wik =
∑

dj∈Dk

wij

ln(rankjk + 1)
, (2)

where rankjk is the rank of the document dj in the hyper document Dk, i.e. the
rank calculated by InQuery in the alignment phase. The lower the rank, the less
similar the target document is to the source document, according to InQuery.
Thus, the lower rank documents can be trusted less as a source of translation
knowledge. This is echoed in the equation above.

Finally we can calculate Cocot’s similarity score between a word si appearing
in the source documents, and a word tj appearing in the target hyper documents:

sim(si, tj) =

∑
〈dk,Dk〉∈A wik · Wjk

‖si‖ ·
(
(1 − slope) + slope · ‖tj‖

avg trg vlength

) , (3)

where A is the set of alignments, si and tj are the feature vectors representing si

and tj , and avg trg vlength the average length of the target word vectors. The
formula employs the pivoted vector length normalization scheme, introduced by
Singhal et al. [13]. The slope value is a parameter of this scheme, and its range
is [0, 1]. The scheme was applied because standard cosine normalization favors
words with short feature vectors, i.e. rare words.

When the above score is calculated between a source language word and ev-
ery word appearing in the target documents, we get a rank of the target words.
Table 2 shows Cocot ranks for three genomics-related German words. Score
thresholding and word cut-off values (WCV) can be used as translation param-
eters to define Cocot’s query translation behavior. For example, the parameters
WCV = 4, θ = 6.0 mean that for the word dna, the four highest ranking words
would be returned, whereas, for reparatur, only the first word would be used as
the translation. For the word oxidativer, no words would be returned, and the
word would be effectively out-of-vocabulary.

Table 2. Example Cocot translations

Rank dna reparatur oxidativer

1 dna 13.8 repair 8.8 oxidative 2.3
2 sequence 8.1 damage 5.3 ros 2.3
3 base 7.4 dsb 5.2 superoxide 2.1
4 strand 7.2 excision 4.9 dismutase 1.9
5 rna 6.7 dsbs 4.4 peroxide 1.7
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4 Experiments

Two different topic sets and target collections were used in the experiments.
Table 3 provides an overview of them. The TREC genomics collection [14] is a
subset of the MEDLINE database of about 4.6 million documents. This collection
was used in the German-English experiments. The 50 topics were translated into
German by a molecular biologist, who is also a native speaker of German. The
CLEF collection used in this study consists of newspaper articles by the Los
Angeles Times, published in 1994. This collection was used in the Swedish-
English experiments. The collection is the same as the target collection in the
Swedish-English CLEF comparable corpus. The 7,732 documents that were part
of the comparable corpus (see Tab. 1) were removed from the test database. The
70 topics were provided by CLEF in Swedish and English. The topic sets were
further divided into two subsets, one for training the parameters of COCOT (i.e.,
θ, WCV and the slope value of Eq. 3), and one for the actual tests. InQuery [10]
retrieval system was used in the experiments.

Table 3. Test collections

Collection Source Documents Training topics Test topics

TREC Genomics MEDLINE 4,591,008 20 30
CLEF English L.A. Times 113,005 30 40

4.1 Tests on Corpus Quality and Topical Nearness

For both of the languages pairs, COCOT was used to translate the queries with
two different translation corpora, the JRC parallel corpus and a comparable
corpus (GenWeb for the German queries, CLEF for the Swedish ones). Besides
COCOT, we also applied Utaclir [15], a dictionary-based query translation pro-
gram, in the experiments. In the German-English experiments, Utaclir used a
German-English dictionary of 29,000 entries, while the Swedish-English dictio-
nary had 36,000 entries.

Utaclir was applied to provide a baseline CLIR performance. Utaclir was also
used in collaboration with COCOT. In these experiments, the concatenated out-
put of the two programs was used as the target language query. This represents
a more realistic approach – in a working CLIR system different translation ap-
proaches are likely to be used in collaboration (see, e.g., [16]). It should be
noted, however, that the aim in these experiments was not to build a fully func-
tional CLIR system, but to experiment with the qualities of aligned corpora.
Consequently, performance-enhancing techniques such as pre-translation query
expansion were not used.

The title and need parts of the TREC topics were used in the experiments –
the longer context field was ignored. Table 4 presents an example topic in English;
the same topic in German after stopword removal and word form normalization;
and the translations provided by Utaclir and COCOT that uses the GenWeb
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comparable corpus. Both programs enclose multiple translation alternatives in-
side InQuery’s syn-operator. This causes InQuery to treat the enclosed words
as synonyms. This kind of query structuring reduces the translation ambiguity
brought by multiple translation alternatives [17]. Initial experiments showed that
this approach performed better than approaches based on weighting the query
words according to their COCOT scores. OOV words were left unchanged in all
of the approaches.

Table 4. From English topic to German query to English query

English topic DNA repair and oxidative stress. Find correlation between DNA repair
pathways and oxidative stress.

German query dna reparatur oxidativer stress hang zusammen zusammenhang dna
weg reparatur reparaturweg oxidativem stress

Utaclir #sum( dna repair oxidativer stress hang #syn(context coherence) dna
#syn(lane path road course way track channel walk) repair oxidativem
stress )

COCOT
(slope = 0.6,θ =
2.0,WCV= 5 )

#sum( #syn( dna sequence base strand rna ) #syn( repair damage dsb
excision dsbs ) #syn( oxidative ros superoxide ) stress hang zusammen
zusammenhang #syn( dna sequence base strand rna ) #syn( cell pro-
tein gene pathway stem ) #syn( repair damage dsb excision dsbs )
#syn( ner nhej dsb repair dsbs ) #syn( antioxidant oxidative p4502e1
roi peroxide ) stress )

Tables 5 and 6 present the results of the Swedish-English and German-English
runs respectively. In addition to mean average precision and precision after 10 doc-
uments, the OOV rate and the type of translation resource is provided for each
CLIR approach. Figures 2 and 3 depict the recall-precision curves of the runs.

Table 5. Results for the German-English runs, ’> X’ means the translation method
is significantly better (p < 0.05) than method X according to the Friedman test
(UC=Utaclir)

CLIR approach MAP P@10 docs OOV % Translation quality

JRC-Ger 0.087 0.210 35.0 Parallel
GenWeb 0.137 0.297 29.1 Comparable
UC 0.170 0.270 56.6 Dictionary
JRC-UC 0.136 0.303 29.3 Combined
GenWeb-UC 0.225 (> JRC-Ger,JRC-UC) 0.407 17.3 Combined

In the German-English runs, the combined GenWeb-Utaclir approach per-
forms significantly better than approaches based on the JRC parallel corpus. This
happens because the GenWeb corpus is topically closer to the genomics topics
than JRC. The OOV rate of GenWeb is surprisingly high, though, consider-
ing that GenWeb consists of genomics-related text. However, the GenWeb OOV
words are mostly general, non-topical words. This is proven by the low OOV rate
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Table 6. Results for the Swedish-English runs, ’> X’ means the translation method
is significantly better (p < 0.05) than method X according to the Friedman test
(UC=Utaclir)

CLIR approach MAP P@10 docs OOV % Translation quality

JRC-Swe 0.247 0.245 (> UC) 27.6 Parallel
CLEF 0.204 0.190 15.2 Comparable
UC 0.186 0.168 24.2 Dictionary
JRC-UC 0.294 (> CLEF, UC) 0.288 (> CLEF, UC) 4.6 Combined
CLEF-UC 0.282 (> CLEF,

JRC-Swe, UC)
0.293 (> CLEF,UC) 3.2 Combined

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0  0.2  0.4  0.6  0.8  1

P
re

ci
si

on

Recall

GenWeb
GenWeb-Utaclir

JRC-Ger
JRC-Utaclir

Utaclir

Fig. 2. Precision at 11 recall points for the German-English runs

of GenWeb-Utaclir. In the combined approach, Utaclir, with its general-purpose
dictionary, can cover much of GenWeb’s OOV words. Therefore, GenWeb seems
to fulfill its purpose to a certain extent. The role of a noisy comparable corpus is
usually to complement other, more general, resources. Therefore, the relatively
low performance of GenWeb alone is not alarming.

In the Swedish-English runs, the CLEF comparable corpus is arguably topi-
cally even closer to the topics than GenWeb to the genomics topics. The topics
are news events from 1994-95, and the CLEF corpus consists of news articles
from the same period. The vocabulary of the news domain, however, is much
more general than genomics vocabulary. Consequently, the JRC corpus fares
much better than in the German runs. When JRC is used as the sole translation
corpus, it quite clearly outperforms CLEF. The combined approaches perform
evenly, and they both achieve very low OOV rates.

Table 7 presents a closer look at the performance of individual queries. For
each CLIR approach, the average precision of each query was compared to the
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median performance of the query. The table depicts the number of queries for
whom average precision was significantly greater or smaller (absolute difference
of 5 %) than the median, for each approach. This analysis was adopted instead
of a more complete query-by-query analysis because of its compactness.

The analysis echoes the results presented earlier. It is notable that in the
Swedish runs, the approach JRC-Utaclir has more queries that perform signif-
icantly below median than CLEF-Utaclir (5 against 1), although JRC-Utaclir
had higher MAP. This indicates that JRC-Utaclir performed very well on some
individual queries, while CLEF-Utaclir was better overall. Also the stability of
GenWeb-Utaclir is notable – not one its queries perfomed significantly worse
than the median.

Table 7. The number of queries that perform significantly better or worse (absolute
difference of 5% in average precision) than the (language-specific) median of each query

German(30 queries)

JRC-Ger GenWeb Utaclir JRC-Utaclir GenWeb-Utaclir

Better 2 7 6 4 11
Worse 7 6 3 2 0

Swedish(40 queries)

JRC-Swe CLEF Utaclir JRC-Utaclir CLEF-Utaclir

Better 7 5 4 13 13
Worse 9 12 13 5 1
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4.2 Tests on Corpus Size

The effect of corpus size on the performance level of COCOT was tested by
increasing the sizes of the translation corpora step-by-step from 500,000 source
document words onwards, until they reached their full sizes (see Tab. 1) . The
shrinked corpora were created by removing alignments from the sets A (see
Sec. 3.2) randomly. On each size level, COCOT was first trained with the same
set of training topics as in Sec. 4. Then, the actual test queries were run with
the learned parameters. Figure 4 presents the mean average precision of the runs
plotted against the increasing corpus size.
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For each corpus, save for JRC-Ger, there seems to be a significant difference in
performance between the smallest level and the full size. However, from about 1M
words onwards, the corpora seem to reach a performance level comparable to that
of the full corpus quite quickly. This is somewhat surprising and puzzling. The
JRC-Ger corpus performs badly on all size levels. This is an example of topical
distance weighing more than alignment quality or corpus size. The fluctuations
in performance (especially for JRC-Swe) are perhaps due to unoptimal COCOT
parameters on some of the levels.

5 Conclusion

The performance of CLIR systems based on aligned corpora are affected by three
qualities of the corpora: 1. The topical nearness of the corpus to the translated
queries. 2. The alignment quality of the corpus – a parallel corpus is better than



124 T. Talvensaari

a noisy comparable corpus. 3. The size of the corpus. Based on the experiments
discussed in this paper, the topical nearness seems to be the most crucial factor.
The JRC-Ger corpus was of high alignment quality and sufficiently large – yet
it performed badly, when it was used to translate queries from the genomics do-
main. This indicates that noisier, but easily available comparable corpora should
be used for special domain vocabulary, if parallel corpora are not available. Com-
parable corpora are most effective as a complimentary resource.

The effect of alignment quality was also shown quite clearly. The JRC-Swe
corpus was topically not as close to the topics as the CLEF corpus. However,
JRC-Swe outperformed CLEF because it is a high-quality parallel corpus. The
effect of corpus size was not as clear, though. The results seem to indicate that
after a certain threshold in corpus size, the performance does not increase sig-
nificantly.
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D.: The JRC-Acquis: A Multilingual Aligned Parallel Corpus with 20+ Languages.
In: LREC 2006:Proceedings of the 5th International Conference on Language Re-
sources and Evaluation, pp. 2142–2147. European Language Resources Association,
Paris (2006)

9. Talvensaari, T., Laurikkala, J., Järvelin, K., Juhola, M., Keskustalo, H.: Creating
and Exploiting a Comparable Corpus in Cross-language Information Retrieval.
ACM Trans. Inf. Syst. 25, 4 (2007)



Effects of Aligned Corpus Quality and Size in Corpus-Based CLIR 125

10. Allan, J., Callan, J.P., Croft, W.B., Ballesteros, L., Broglio, J., Xu, J., Shu, H.:
Inquery at TREC-5. In: TREC-5: The Fifth Text Retrieval Conference, pp. 119–
132. National Institute of Standards and Technology (1996)

11. Talvensaari, T., Järvelin, K., Pirkola, A., Juhola, M., Laurikkala, J.: Focused Web
Crawling in Acquisition of Comparable Corpora. Information Retrieval (submitted,
2007)

12. Chakrabarti, S., van den Berg, M., Dom, B.: Focused Crawling: a New Approach to
Topic-specific Web Resource Discovery. In: WWW 1999: Proceeding of the Eighth
International Conference on World Wide Web, pp. 1623–1640. Elsevier North-
Holland, Inc (1999)

13. Singhal, A., Buckley, C., Mitra, M.: Pivoted Document Length Normalization. In:
SIGIR 1996: Proceedings of the 19th Annual International ACM SIGIR Conference
on Research and Development in Information Retrieval, pp. 21–29. ACM Press,
New York (1996)

14. Hersh, W.R.: Report on the TREC 2004 Genomics Track. SIGIR Forum 39, 21–24
(2005)

15. Keskustalo, H., Hedlund, T., Airio, E.: Utaclir: General Query Translation Frame-
work for Several Language Pairs. In: SIGIR 2002: Proceedings of the 25th Annual
International ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, pp. 448–448. ACM Press, New York (2002)

16. McNamee, P., Mayfield, J.: Comparing Cross-language Query Expansion Tech-
niques by Degrading Translation Resources. In: SIGIR 2002: Proceedings of the
25th Annual International ACM SIGIR Conference on Research and Development
in Information Retrieval, pp. 159–166. ACM Press, New York (2002)

17. Pirkola, A.: The Effects of Query Structure and Dictionary Setups in Dictionary-
based Cross-language Information Retrieval. In: SIGIR 1998: Proceedings of the
21st Annual International ACM SIGIR Conference on Research and Development
in Information Retrieval, pp. 55–63. ACM Press, New York (1998)



C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 126–137, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Exploring the Effects of Language Skills on  
Multilingual Web Search  

Jennifer Marlow1, Paul Clough1, Juan Cigarrán Recuero2, and Javier Artiles2 

1 Department of Information Studies, University of Sheffield, UK 
{j.marlow,p.d.clough}@shef.ac.uk 

2 Departamento de Lenguajes y Sistemas Informáticos,  
Universidad Nacional de Educación a Distancia, Spain  

{juanci,javart}@lsi.uned.es 

Abstract. Multilingual access is an important area of research, especially given 
the growth in multilingual users of online resources. A large body of research 
exists for Cross-Language Information Retrieval (CLIR); however, little of this 
work has considered the language skills of the end user, a critical factor in 
providing effective multilingual search functionality. In this paper we describe 
an experiment carried out to further understand the effects of language skills on 
multilingual search. Using the Google Translate service, we show that users 
have varied language skills that are non-trivial to assess and can impact their 
multilingual searching experience and search effectiveness.  

Keywords: Cross-language web search, user study, design, language skills. 

1   Introduction 

As globalisation and the Internet have facilitated the exchange and accessibility of 
ideas and information in a variety of languages, the field of Cross-Language 
Information Retrieval (CLIR) has emerged as an area of focus in the IR community. 
Many experiments have been conducted under the Cross-Language Evaluation Forum 
(CLEF1), mostly focusing on evaluating the retrieval of news articles from an 
unknown language collection based on a query submitted in a user’s native language.  

However, in reality, individuals’ needs are not always so simplistic or limited only to 
this type of situation. There are other scenarios in which cross-language information 
requirements can vary. For example, users may wish to access multilingual material that 
is not plain text (e.g. web pages or images). Furthermore, with regards to language 
skills, individuals can have a range of both passive (e.g. comprehension) and active 
(production) abilities based on their mother tongue and other languages they may have 
studied for any length of time. 

The present experiment was designed to expand upon previous CLIR research by 
focusing on the role language skills play in a multilingual web searching context, 
whilst also considering the importance of other factors inherent to the interactive 
search process (such as user satisfaction). Participants were asked to find a variety of 
                                                           
1 http://www.clef-campaign.org/ (site visited: 06/01/2008) 
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web pages in three different languages: their native language, one that could be 
passively understood, and one that was completely foreign. The Google web search 
engine and associated Google Translate2 service for search results were chosen as 
representative systems for testing. Search behaviours, functionalities used, and overall 
performance was compared in each of the three language conditions. As expected, 
many of these varied depending on the target language and the type of query 
submitted. However, the findings provide useful input into future design of cross-
language support in information retrieval systems. 

2   Background 

Any study examining cross-language search must consider its users’ language skills.  
Unknown and native languages are the two endpoints of a spectrum of language 
knowledge; foreign language ability can vary greatly within these two extremes.  
While Ringbom [1] points out the distinction between passive and active ability, 
Laufer & Goldstein [2] suggest that this dichotomy is too simplistic, and propose a 
continuum of knowledge strength that also includes recall and recognition.  
According to Gibson & Hufeisen [3], prior knowledge of a language has been shown 
to assist understanding of an unfamiliar but related one (e.g. German and Swedish).   

As argued by Gonzalo [4], there are two different situations relating to a user’s 
language skills that carry different design implications for cross-language systems. If 
a user is monolingual, full translation assistance is needed in a CLIR context (e.g. 
back translation of query terms and document translation). If the user has some 
passive language skills, then document translation is less likely to be used or desired. 
Language ability, therefore, is an important variable to consider when designing a 
system that will cater to a range of users with different needs.  

Other studies have focused on user behaviour when performing cross-language 
search for text or images. Zazo Rodriguez et al. [5] examined the effect of users’ 
language abilities on the types of functionalities they used for a question-answering 
exercise. Compared to individuals with “good” foreign language skills, users with 
poor skills were found to be more likely to enter queries in their native language and 
then have them automatically translated to the document language. These “poor” 
users were also more likely to use and appreciate a functionality which translated the 
document summaries into their native language.  

Petrelli et al. [6] also acknowledged that users are not always monolingual and 
looked beyond this typical view by investigating how polyglots interacted with a 
cross-language text retrieval system. However, completely bilingual users with 
excellent language skills were studied, and thus little insight was given into how the 
system could have served users with moderate or passive language abilities.  

Artiles et al. [7] studied which CLIR functionalities were employed when 
searching for images with a system that offered three query translation options: no 
translation, automatic translation, and assisted translation (where the machine 
translated result could be viewed and edited). Translation was typically selected in 
cases where the search was precision-oriented and geared towards finding something 
specific. Overall, the assisted translation mode was the most popular, although the 

                                                           
2 http://www.google.com/translate_s?hl=en (site visited: 06/01/2008) 
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possibility of changing the default translations of the system was largely unexploited 
(perhaps partly due to the tasks assigned).  

Research by Kralisch & Berendt [8] found that the linguistically-determined 
cognitive effort involved in processing information in a foreign language can be 
mediated or lessened in cases where domain knowledge is high. Similarly, Gaspari [9] 
asserted that some users may understand specialized terms relevant to their field of 
interest, even if their general foreign language ability is limited. 

Other studies have looked at how users interact with cross language functionality, 
even if language skills are not explicitly considered as a variable. Dorr et al. [10] 
noted that letting users edit machine translated output led to a more satisfying overall 
experience (although this control was still not as effective as query reformulation). 
What this study did not examine, however, was the role that knowledge of the target 
language played and how this could have affected users’ behaviour.  

To examine the best way of displaying machine translations to a monolingual user, 
He et al. [11] tested two different approaches: pure back translations and more 
contextual translations (showing the keyword in the context of a sample sentence). 
Overall, the potential utility of each approach was deemed to depend on factors such as 
the characteristics of the topic, the collection, and the translation resources. Even if 
query translation is offered, it may not necessarily be used if it is not perceived as 
providing some benefit. For example, research conducted as part of the European 
TRANSLIB project revealed “people made little use of the title translation capabilities 
in TRANSLIB because they tended to use the system only to find documents in 
languages that they could read.” (cited in [12]).  

Many of the aforementioned studies focused on individuals searching for text-only 
articles. Web pages are different from texts because they often contain images or 
other cues to help provide additional (non-verbal) information about the content.  
Little is known about how people may conduct cross-lingual search using mainstream 
Web-based systems, especially in a variety of languages; hence, these areas will be 
the focus of the present investigation.  

3   Methodology 

Due to time and resource limitations, 12 participants were involved in this study. 
They were predominantly computer science postgraduate students or researchers with 
a mean age of 30 years and a median age of 27.5. To investigate the influence of 
cross-linguistic similarity, individuals with Romance language skills were specifically 
recruited. Because these languages share a common origin; it was assumed that each 
participant would have some latent, interchangeable passive knowledge of the others. 

Five of the participants were native (or near-native) speakers of Spanish, four of 
Portuguese, two of French, and one of Italian. Before starting, participants completed 
a questionnaire relating to search engine use and reading/writing ability levels in all 
languages with which they had experience active (L1), passive (L2), and unknown 
(L3) languages. L1 was counted as the native language or a language spoken at near-
native fluency. L2 was defined as a Romance language similar to the individual’s L1, 
but for which their self-rated reading/writing abilities were “beginner” or below. L3 
was a language the participant could not understand, selected at random from the 
possibilities of German, Japanese, and Russian. Three options were necessary because 
some people were familiar with at least two of the languages.   
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The Google Translate “search results” translation service was used for these 
experiments. It was chosen over other similar systems because Google’s search 
engine draws upon a large index, and its widespread use means it is familiar to most 
individuals.  This system provides a wide range of functionalities, including automatic 
query translation, snippet translation, web page translation, and possibility of viewing 
and editing the query’s translation. As such, it provides the set of “ideal” cross-
language search functionalities advocated by Zhang & Lin [12]. 

Participants were asked to imagine they were high school teachers looking for web 
pages to show non-English speaking students. They were given a list of topics and 
asked to find and bookmark 3 relevant pages for each one (within a set time of 5 
minutes for each topic). To find this information, they could use the Google search 
engine (including any localised versions, e.g. google.es) or the Google Translate site. 
None of the participants had used Google Translate before; therefore, the basic 
functionalities and features of the site were demonstrated to them beforehand.  

There were 12 topics in total (4 for each language). This study was conducted in 
the context of a project focusing on cultural heritage and designed to focus on the 
common behaviour of focused web search. Search topics were chosen from a list of 
popular queries submitted to cultural sites, ranging from proper names and titles (e.g. 
Hamlet, The Last Supper) to more general subjects (modern art, still life) and fairly 
specific terms (Gothic cathedrals, Etruscan tombs). Half of the topics were considered 
“hard” for translation (that is, they were incorrectly translated by Google Translate), 
and half considered “easy” for translation. Hard topics were not always identical 
across languages because the automatic translation system did not make the same 
types of mistakes in all languages. Nonetheless, types of errors leading to hard queries 
had characteristics corresponding to one of three main categories of “performance 
issues” in CLIR (cf. [13]): lack of coverage (out of vocabulary terms - e.g. Etruscan,) 
translation ambiguity (Hamlet being translated as “small village” instead of the title of 
a play) and incorrect translation of phrases (“still life” translated word-for-word).  

The language orders and the task-language combinations were assigned based on a 
Latin-square arrangement, with 2 hard and 2 easy topics for each language. After each 
set of 4 questions (one language set), the participants filled out a brief questionnaire to 
assess the difficulty of the task and their confidence with finding relevant sources for 
each topic. At the end of the experiment, participants filled out a language test for 
their passive language to assess the correspondence with their self-reported levels. 
They were also asked to rate the usefulness of functionalities of Google Translate and 
comment on potential future improvements to the system.  

4   Results 

4.1   Languages Used for Web Search 

Except for one individual, none of the participants were native speakers of English. 
However, they reported using English to search on the Internet between 48 and 95% 
of the time (mean 75.5%). This may be because all participants were currently 
studying or working in the UK and therefore may have needed to, grown accustomed 
to, felt more confident, or had more success using English to search on a regular 
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basis. Responses indicated that users predominantly search in English or their native 
language, using other foreign languages relatively infrequently.  

Foreign language abilities in reading and writing were self-reported on a scale from 
1 (beginner) to 5 (advanced).  Across all responses in all languages, the mean value of 
reading skills (3.59) was slightly higher than that of writing skills (2.96), suggesting 
that people judged themselves to be better at reading than at writing (this difference 
was not statistically significant).   

Table 1. Frequency of use of Google Translate functionalities for each topic, by language  

 Query 
translation 

Translated 
query editing 

Original links 
viewed 

Translated 
links viewed 

Both links 
viewed 

L1 13 (27.1%) 0 4   (8.3%) 1   (2.1%) 1  (2.1%) 
L2 37 (77.1%) 3 (6.3%) 26 (54.2%) 2   (4.2%) 4  (4.2%) 

L3 46 (96.0%) 0 14 (29.2%) 19 (39.6%) 9  (18.8%) 

 
As shown in Table 1, reliance upon query translation functionalities increased with 

language unfamiliarity: users were more likely to look at the translated versions of 
pages for L3, and the original versions for L2. Query editing occurred only 3 times 
out of all 144 topics, and these were exclusively in the L2 condition. Based on the 
tools available (which offered limited editing assistance for translated queries), users 
were much more likely to reformulate or edit the query in the source language than to 
deal with the machine translation, behaviour also noted by Dorr et al. [10]. 

Table 2. Number of topics searched with each site, by language 

 Google only Google Translate 
only 

Google and Google 
Translate 

L1 35 (72.9%) 4   (8.3%) 9   (18.8%) 
L2 9   (18.8%) 15 (31.3%) 22 (45.8%) 
L3 2   (4.1%)  26 (54.2%) 20 (41.7%) 

4.2   Sites and Functionalities Used 

In general, as language unfamiliarity increased, the use of Google Translate also 
increased. Many searches were conducted with a combination of Google and Google 
Translate (Table 2). Often, participants switched from one to the other after a few 
unsatisfactory query modifications, thinking that the second system would yield 
different results (in reality there was no difference; Google Translate results were the 
same as those obtained from using Google). Because the search topics were given in 
English, 27.1% of participants utilized Google Translate in the L1 condition to find 
(or verify) the corresponding term in their native language. 

4.3   Performance Measures 

The following quantitative measures were used to assess user performance on the 
tasks: Relevant Items: the number of pages bookmarked (0-3); Time: the length of 
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time taken to do so; Modifications: the number of times the query was modified 
(something else was typed into the search box) per task; Links viewed: the number of 
page links selected (in original language and in target language); Percent Chosen: the 
number of links bookmarked as a proportion of total links clicked on; Success: a 
relative indication of how easy the task was, determined by dividing the number of 
bookmarks by time (a higher number means the person was more “successful” at 
completing the task); Difficulty: a rating of task difficulty supplied by the user (this 
referred to all four searches for a given language) (1=very difficult, 7=very easy); and 
Confidence: a rating of user confidence that sources found were relevant (1=not at all 
confident, 7=very confident). 

Perhaps not surprisingly, more people successfully completed the task of book-
marking three pages in the L1 condition (67%) as opposed to the L2 and L3 conditions 
(33% and 19%, respectively). Within each language, more bookmarks were made for 
the easy topics than the hard topics. However, nearly 30% of participants found three 
bookmarks they felt were relevant using easy queries in the L3 condition. 

Language Effects 
A one-way ANOVA was carried out to determine the effect of search language on the 
quantitative measures mentioned above. The tasks in L1 were self-rated as 
significantly easier than those of L2, which were in turn rated as significantly easier 
than those of L3. The significant differences between the language groups with 
 

Table 3. Effects of search language on various measures 

Measure Language Mean Sig. 

Relevant Items**            L1      
           L2 
           L3 

2.458ab 
1.646 a 
1.437 b 

a =.001 
b =.000 

Time**            L1      
           L2 
           L3 

3.985ab 
4.584 a 
4.766 b 

a =.002 
b =.000 

Modifications            L1      
           L2 
           L3 

1.655 
2.000 
2.313 

 

Links Viewed            L1      
           L2 
           L3 

4.479 
4.333 
3.812 

 

Percent Chosen**            L1      
           L2 
           L3 

0.588ab 
0.395 a 
0.408 b 

a =.006 
b =.010 

Success**             L1      
           L2 
           L3 

0.7193ab 
0.4077 a 
0.3433 b 

a =.000 
b =.000 

Difficulty**            L1      
           L2 
           L3 

5.667ab 
4.000ac 
3.167bc 

a =.000 
b =.000 
c =.003 

Confidence**            L1      
           L2 
           L3 

5.958ab 
4.213 a 
4.106 b 

a =.000 
b =.000 

** differences significant at p<.01. 
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respect to mean values for relevant items found, time, percent chosen, success, and 
confidence were between L1-L2 and L1-L3 (as highlighted by the letter superscripts 
in Table 3). The differences in time and success seem to be in accordance with 
findings by Kralisch & Berendt [8] that non-L1 information processing requires more 
cognitive effort than L1 information processing.  

Subsequent ANOVA analysis comparing these measures across the L3 conditions 
yielded no significant differences across performance measures, although German 
search was rated as significantly easier than either Russian or Japanese search (due 
presumably to the more familiar alphabet). German searchers were also significantly 
more confident in their findings than Russian searchers. 

Effects of Topic Difficulty 
An independent samples t-test was performed to compare mean results between easy 
and hard topics (see Table 4). Significant differences were found between these two 
groups with respect to the number of pages bookmarked, number of query 
modifications made, success, and confidence. The significantly reduced number of 
modifications made for easy queries corresponds with an assertion by Och et al. [14] 
that better quality machine translations result in reduced post-editing effort. 

The effect of topic difficulty on confidence was also significant on the results for 
L1, L2, and L3 when analysed separately using independent samples t-tests (see Table 
5). Within each language, users were significantly more confident with the results 
they found for the easy queries as opposed to the hard queries. This easy-hard 
distinction also emerged, surprisingly, in the L1 condition (in which occurrences of 
query translation were much lower). Since Google Translate exploits the web as a 
parallel corpus, perhaps what helps to make a query easily translatable or not is 
influenced by the number of pages available on that topic. If the hard topics were less 
well represented even in English, then the likelihood or speed of finding relevant 
results could be reduced compared to more popular, “easy” topics. There was no 
significant interaction between language and difficulty. 

Table 4. Effects of topic difficulty on various measures 

Measure Topic type N Mean Sig. (2-tailed) 
Relevant Items* E 

H 
76 
68 

2.105 
1.559 

.003 

Time E 
H 

76 
68 

4.310 
4.596 

.061 

Modifications* E 
H 

76 
68 

1.526 
2.500 

.000 

Links Viewed E 
H 

76 
68 

4.461 
3.927 

.065 

Percent Chosen E 
H 

76 
68 

0.506 
0.414 

.078 

Success* E 
H 

76 
68 

.5678 

.4033 
.016 

Difficulty E 
H 

76 
68 

4.408 
4.132 

.303 

Confidence* E 
H 

76 
68 

5.461 
3.970 

.000 

* differences significant at p<.05. 
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Table 5. Mean confidence rating for easy vs. hard topics, by language 

Language Topic type N Mean Sig. (2-tailed) 

L1* E 
H 

28 
20 

6.393 
5.350 

.007 

L2* E 
H 

24 
23 

5.083 
3.304 

.002 

L3* E 
H 

24 
23 

4.750 
3.435 

.024 

* differences significant at p<.05. 

Quantitative Measures from Final Questionnaire 
The average mean ratings of the usefulness of the three translation aids offered by 
Google Translate ranged from 3.90 for query editing to 5.08 for query translation to 
5.50 for translated snippets (with 7 being most useful). The rated usefulness of the 
various features corresponded with their frequency of use (as shown in Table 2). That 
is, since both query and snippet translations were actually used more often than query 
editing, it is not surprising that they were also rated as more useful.  

The usefulness ratings of the various functionalities (query translation, snippet 
translation, and query editing) varied based on the language being considered. For 
non-native languages L2 and L3, opinion on the most useful feature was split equally 
between query translation and translated snippets. The mean usefulness ratings of 
proposed additional functionalities (dictionary support and greater control over the 
query) were 6.25 and 5.41, respectively. However, dictionary support with back 
translations or pictures was viewed as more helpful than just showing the alternative 
translations in the target language with no further explanation or assistance. 

Passive Language Reading Test 
The final element of the questionnaire was a short analytic test of basic passive L2 
reading ability. Only reading comprehension abilities were tested since this was 
deemed to be the main skill being tested in the experiment (the ability to skim and 
understand the content of the results summaries and the web pages). This was adapted 
from the BBC Languages site3 and consisted of 12 questions of increasing difficulty. 
Scores on these tests (taken in French, Italian, or Spanish), ranged between 6 and 12, 
with a mean value of 8.4. It should be noted that none of the participants self-reported 
any knowledge of the L2 they were assigned.  

Comments and Observations 
Responses to the post-experiment question: “Would you use Google Translate again? 
Why or why not?” revealed three common attitudes:  
 

1. Not a useful tool (5): “Interesting tool but not sure I need to use it”, “Just 
when no other means to get the information are available.” 

2. Helpful in some situations (4): “Useful to translate words into different 
languages” “The searching environment is very useful” 

                                                           
3 http://www.bbc.co.uk/languages/ (site visited: 06/01/2008) 
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3. Translation quality could be improved (3): “I’m not quite sure about how 
accurate the translations were.”  “It’s not very reliable when doing 
translations” 

 

What emerges here is a feeling that many people could not normally envision a 
reason to use a system like Google Translate. However, none of them were aware of 
the system’s existence prior to using it in the study. They may have not realized its 
potential use in some situations (i.e. when planning foreign travel, to broaden the 
scope of a search, etc). The experiment by its very nature created a somewhat 
artificial, restricted situation in which users were only allowed to use two specific 
sites. It is unclear to what extent they would voluntarily use (or need to use) Google 
Translate in their everyday search behaviour. Further research could examine this 
question in a more open-ended and naturalistic context.  

Other observations made of search behaviour indicate that people using a machine 
translation system expect it to operate in the same way as an ordinary search engine 
(with regards to query syntax and formulation). In the case of Google Translate, this 
was not so. Adding quotation marks to mark phrases and refining queries with 
supplementary terms, while conventions for Google search, did not have an effect on 
the machine translation system. Individuals employed creative strategies to find 
information when the Google Translate results were unsatisfactory. For example, 
some users were seen to exploit the multilingual structure of Wikipedia pages. This 
was carried out to bypass the potentially inaccurate query translations of Google.   

This suggests that the automatic translation, while beneficial, still produces many 
errors (and this was recognised by the users). The means of dealing with these errors 
was not sufficiently developed in Google Translate for the “hard” queries, leading to a 
lower level of search precision. It should be noted that shortly after the present 
experiment was conducted, a dictionary service was added to the Google Translate 
pages to allow the lookup of words or phrases in a limited set of language pairs.  This 
no doubt can help the user to identify the correct translation for their query.  However, 
the dictionary service is located in a separate tab and thus is still not as user-friendly 
as it could be if it were integrated into the main “translated search” interface or 
integrated into the search service to seamlessly display alternative translations. 

5   Discussion and Design Implications 

Overall, it was encouraging to see that given the appropriate tools for assistance, 
people can still find basic relevant information in a partially or completely unknown 
foreign language. Despite this, however, there are clear differences in the level of 
functionality required from a CLIR system based on the users’ language skills.  This 
is in line with the findings of Gonzalo [4]. The main observations (and implications 
for improved system design) included the following: 

 

• A query-editing feature does not appear to be helpful for L2 and L3 conditions if 
editing assistance is not provided. Users with passive reading skills (L2) still 
struggle to write queries themselves and therefore may not be able to correct a 
translation they identify as erroneous. 
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• Suggestions of alternative terms are needed when a query is ambiguous or in-
correctly translated (e.g. dictionary support is needed to supplement “pure” 
machine translation). Particularly for L1 and L2 conditions, providing functionality 
to assist the user in selecting between alternative translations would be helpful. 
This could be achieved by ranking the term translations in some way (i.e. the most 
likely translation is ranked highest or highlighted in some way). Depicting terms 
pictorially (language-independently) is an alternative and novel approach that 
warrants further investigation. 

• Both query and document translation is essential when a user searches in an 
unknown language. The former of these is still important when an individual has 
passive knowledge, although the need for the latter may be less. 

• Users employ the same strategies for search with or without query translation 
and expect that adding extra query terms or using common web search query 
syntax (e.g. using quotes to mark phrases) will be effective in a query translation 
situation as well.  Such syntax should therefore be supported by cross-language 
search interfaces. 

• Searches are more successful when the query terms are correctly translated; 
therefore, the continued improvement of machine translation (and appropriate 
lexical resources) is important. 

• Users are not always accurate reporters of their own language abilities and 
tended to under-estimate their passive skills in this experiment. Creating 
personalised CLIR interfaces (based either around results of an objective test or 
on a self report) could help to appropriately target support to users based on 
their spectrum of knowledge. 

6   Conclusions 

This study expanded upon previous work in cross-language information retrieval by 
examining the effect of language skills on web search behaviour using Google 
Translate. Whereas the majority of CLIR-based research has focused only on how 
people retrieve material in unknown languages, the present study indicates that many 
individuals also have passive language skills. They behaved closer to native language 
ability when using a passive language as opposed to one that was unknown, although 
these differences were not statistically significant. Overall, as might be expected, the 
perceived and actual difficulty of the task increased as language unfamiliarity 
increased. However, the accuracy of query translation also seemed to have an effect 
across all the language conditions, so that it was harder to find relevant information 
(in any language) for queries that were incorrectly translated. This problem was 
further compounded when queries were modified by adding extra terms.  

One limitation of the study may have been the five-minute time limit for each task. 
Whilst this was put into place to reduce fatigue effects and keep the experiment down 
to a reasonable length of 1.5 hours, some users felt it was “artificial” and it may have 
led them to bookmark some less appropriate sites just to feel that they were able to 
complete the task in time. Google Translate was clearly able to provide enough 
support to help participants locate at least some relevant material in both passive and 
unknown languages, however there are ways in which it (or any similar cross-
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language searching system) could be improved. Aside from creating translation 
systems that produce fewer mistakes, it would be beneficial to offer: (1) phrase 
recognition and translation (either automatically detected or manually indicated) and 
(2) integrated dictionary support to identify alternative translations for ambiguous 
terms, with some means of displaying these in an understandable way. 

As the associated pictures and visual cues of the web pages helped the participants 
to make relevance judgments, future work could focus on cross-language 
functionalities that would assist users searching for other types of media (e.g. images 
or video), as these may differ from those used in a purely text-based situation. 
Overall, the present experiment provided insight into the behaviours and strategies of 
individuals searching for material in a variety of languages. Findings can help to 
influence the design of personalized cross-language searching support based on an 
individual’s varying abilities and language needs. 
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Abstract. Cross-language Information Retrieval requires good methods for 
translating cross-lingual spelling variants which are not covered by the 
available dictionary resources. FITE-TRT is an established method employing 
frequency-based identification of translation equivalents received from 
transformation rule based translation. This study further develops and evaluates 
the FITE-TRT method. The paper contributes on four areas. First, an efficient 
implementation for the FITE-TRT method is discussed. Secondly, a novel 
iterative FITE-TRT translation approach is developed in order to further 
improve the effectiveness of the method. Thirdly, the effectiveness of FITE-
TRT is assessed in three classes of source-target word similarity. FITE-TRT 
was found to be very strong in the class of the most similar source and target 
words and only becomes unsuccessful when the words were dissimilar. 
Fourthly, in comparison to n-gram and s-gram matching methods, FITE-TRT is 
shown consistently stronger. All in all, FITE-TRT clearly outperforms the fuzzy 
string matching methods under comparable conditions. Therefore it is the 
method of choice for the identification of translation equivalents of cross-
lingual spelling variants when the requirements for the result quality are high.  

Keywords: Approximate string matching, cross-language information retrieval, 
cross-lingual spelling variants, fuzzy matching, out-of-vocabulary words, 
transformation rules. 

1   Introduction 

Frequency-based identification of translation equivalents received from 
transformation rule based translation (FITE-TRT) is a method which addresses the 
out-of-vocabulary (OOV) problem in cross-language information retrieval (CLIR) by 
providing an effective method for translating spelling variants [5]. FITE-TRT consists 
of two consecutive methods: the TRT and the FITE. TRT receives a keyword in 
source language and outputs a list of translation candidates in a target language. FITE 
processes these candidates and outputs a result - the proposed translation or a flag 
indicating that a translation cannot be identified. 

The TRT phase, originally presented in [6], generates a number of translation 
candidates by applying suitable transformation rules to a given keyword. A 
transformation rule contains source language characters that are transformed into the 
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target language characters given in the rule, and their context characters. A rule also 
has two numerical factors: confidence factor and frequency, which determine the 
importance of a rule. Frequency refers to the number of occurrences of the rule in  
the dictionary data that was used in rule generation and confidence factor is defined as 
the frequency of a correct rule application divided by the number of source words 
where the source substring of the rule occurs. 

The FITE phase scans through a list of candidates generated by TRT and gives 
either exactly one translation or an empty output (no translation cases) in contrast to 
approximate string matching [4][7] where the source word always matches some 
target words (thus there are no ‘no translation’ cases). The FITE phase has three 
conditions and if those are fulfilled then a translation can be given. The first one is the 
beta condition which checks that the frequency of the candidate with the highest 
frequency value in a target language is more than a predefined beta-value (β) times 
the frequency of the second best candidate. If the first and second best candidates do 
not fulfil the beta-condition requirements, the second best candidate is compared with 
the third best. If the comparison meets the beta condition, then the first candidate is 
selected, because the most common among similar candidates is the most probable 
candidate for translation. An example of beta condition is presented below with 
following words and their frequency values: 

• lucille 20,000 
• lucile 5000 
• lusille 200 

If β=2, then the first comparison between the words ‘lucille’ and ‘lucile’ satisfies 
the condition (20,000 > 2*5000) and thus the ‘lucille’ is qualified. If β=10, then the 
comparison between first two words fails (20,000 ≤ 10*5000). Next the frequency 
values of words ‘lucile’ and ‘lusille’ are compared and now the condition is satisfied 
(5000 > 10*200) and again the ‘lucille’ can be qualified. Both stages fail if β=25. 

The second condition checks that the relation between the frequency of a candidate 
in a target language and the frequency of a source word in a source language is valid. 
The frequencies are normalized using predefined parameter alpha, thus the condition 
is called alpha-condition. FITE takes the frequency information from word frequency 
lists specifically constructed for this purpose. The third condition (the length factor) 
checks that the length difference between the key and candidate is reasonable. 

The present paper focuses on four issues. First, an efficient implementation for the 
FITE-TRT method is developed for the first time. Secondly, novel iterative FITE-
TRT translation strategies are studied in order to further improve the effectiveness 
and efficiency of the method. The idea is to translate the source words stepwise, 
gradually relaxing the FITE-TRT parameters. By first applying stringent criteria, the 
number of target word candidates remains small. If a translation is not identified for 
some word, then more relaxed criteria are employed – and more candidates generated. 
Thirdly, the effectiveness of FITE-TRT is assessed in three classes of source-target 
word similarity. In this paper it is shown that FITE-TRT handles well translations of 
source words that are at least moderately similar to their translations – better than 
known alternatives. Fourthly, FITE-TRT is compared to n-gram and s-gram matching 
[1] methods in a large-scale test which demonstrates that FITE-TRT is highly 
competitive. Finally, an analysis on how many fuzzy translations are required to 
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achieve the recall of FITE-TRT is performed. All in all, the tests are to show that 
FITE-TRT clearly outperforms the fuzzy matching methods under comparable 
conditions and can be implemented efficiently. Therefore it is the method of choice 
for the identification of translation equivalents of cross-lingual spelling variants when 
the requirements for the result quality are high. 

The paper is organized as follows: First, an efficient implementation for the FITE-
TRT method is considered in Section 2. The novel iterative FITE-TRT translation 
strategies are presented in Section 3. The effectiveness of FITE-TRT method is 
evaluated and also compared to n-gram and s-gram matching in Section 4, followed 
by conclusions in Section 5. 

2   New Features of FITE-TRT 

In this section an example keyword along with few suitable TRT-rules are used to 
illustrate the FITE-TRT process. The keyword is Spanish word “aditivo” which has 
an English translation “additive”. The TRT-rules utilized are {adi addi b 6 

42.86}, {ti tai c 2 0.08}, {tivo t e 1 0.69} and {vo ve e 123 62.44}, where 
the first character string is the source language substring (which is replaced in the 
key), the second character string is the substring for target language (which replaces 
the source language substring in the key) and the third separate character indicates the 
position of the rule: b means that the rule targets the beginning of the key, c means 
center and e means that the end of the key is targeted. The integer represents the 
frequency value of the key and the decimal number is rule’s confidence factor. 

2.1   New Implementation 

The basic FITE-TRT implementation [5] was effective but not very efficient as such. 
It introduced the windowing of rules by their confidence factor and frequency as a 
means to reduce the number of generated translation candidates, but it can still create 
vast numbers of candidates. Resources can be saved when the consecutive TRT and 
FITE processes are merged into a joint process (Figure 1). 

Retrieving frequency information from external data storage for each generated 
candidate is very ineffective. In the basic implementation each candidate requires one 
query operation in target language frequency data. For example, using all Spanish-
English TRT-rules defined in [6] for the Spanish the keyword “aditivo” yields 16,400 
translation candidates and as many frequency data queries. 

Optimization is achieved by trimming the number of frequency data queries in two 
ways. First the number of generated candidates is reduced. Direct limit to the number 
of generated candidates will not work, because the correct candidate can be any of the 
created. While windowing the ruleset is quite an effective pruning method, efficiency 
is a bit arbitrary, because still unknown numbers of rules become selected: long keys 
can have plenty of suitable rules while short keys can only have a few if any. 

A method for weighting of the rules is adopted to ensure a fixed upper limit for the 
number of applied rules. Suitable rules are ordered into descending order by their 
weight which for single rule r is calculated using formula (1), where f is the frequency 
of the rule, cf its confidence factor, af is the sum frequency of all the rules, and pf is  
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Fig. 1. The merged FITE-TRT process 

the sum frequency of all the rules affecting the same source language characters as r. 
Now the number of generated candidates is more controllable than with windowing 
and presumably the quality of utilized rules is better. Weighting of the rules adds the 
rule number parameter, which defines the number of best rules to be selected from all 
rules compatible with a given key. However, a key which has several rules fitting the 
same part of the key and has several of such parts will still produce lots of candidates. 

weight(rule) = 
pfaf

cff

*

*
 (1) 

Merging some of FITE’s functionality into candidate generation also reduces the 
queries into the data storage structures. As described above, the FITE method has 
three conditions that a candidate must fulfil to be accepted as a translation. Length 
factor is the third condition, but there is no valid reason for not to utilize it while 
generating candidates. If a generated candidate does not meet the length criteria, then 
target language frequency for it is not retrieved and processing continues to the next 
candidate. In the optimized implementation the candidates are generated recursively 
in preorder. The main root of the recursive key generation tree is the source key itself 
and it has as many child nodes as there are possible single rule adaptations. 
Adaptations for the key’s rule slots are done from left to right. Further adaptations for 
a generated candidate are done to the part right from previous adaptations window. 
The maximum depth of the recursion tree is the highest number of rules that can be 
reconciled with the keyword. An example of the recursive candidate tree for the key 
and rules given in the beginning of this section is presented in Figure 2. The bold 
section of each candidate string represents the part of the candidate which has been 
influenced by a rule. When traversed in pre-order, the candidates generated are in 
following order: aditivo, additivo, additaivo, additaive, addit, additive, 
aditaivo, aditaive, adit, aditive. (In this example the rules have not been 
windowed or weighted.) 

Only three candidates bearing the highest frequency values from target language 
frequency data are kept in memory instead of storing all the generated candidates. 
When all the candidates have been created, the two remaining FITE conditions are 
applied into the top-three list and the topmost candidate in the list is accepted or 
rejected. 
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Fig. 2. An example of the recursive candidate generation tree 

2.2   Division between Short and Long Words 

When experiments with FITE-TRT were made, it was noticed that the same 
combination of parameters was not necessarily optimal for words with significant 
difference in their lengths. Better results were achieved when shorter words were 
processed with a different parameter combination than the longer ones. For all the 
languages used, the length of 7 letters was found to be as the best dividing value. 
Every keyword shorter than, or exactly, seven letters in length was handled as a short 
word and each longer keyword as a long one. This word length factor is genuine 
because longer words have more possible positions for rule transformations than 
shorter ones. 

2.3   Frequency Data 

FITE needs an associated program that collects Web data and constructs word 
frequency lists for words of a given language. The list can become very large. In 
particular the English list covers extensively the English lexicon but it is also littered 
with misspelled words and some foreign language words (because language filtering 
is not 100% accurate). Sometimes a candidate obtained in TRT matches with a litter 
word contained in the frequency list. By further filtering the lists the effectiveness of 
FITE-TRT is expected to improve. The number of unique words contained in the 
frequency lists gathered for the experiments is as follows: 

• English: 1,643,000 words 
• French:  771,000 words 
• German: 1,422,000 words 
• Spanish: 957,000  words 

2.4   Performance Gains 

The novel implementation was programmed in Java which enabled portability to 
several platforms as well as good modularity for different kinds of applications. When 
the frequency data and the TRT-rules are loaded into memory prior to translations, the 
typical resolution time for a key was around 25-35 milliseconds (using Windows XP 
in a PC with Intel DualCore2 6300 processor with 2 GB’s of RAM and 1600 MB’s 
allocated to Java Runtime Environment). 

While this resolution time is lengthy for real time use, the keys to be translated are 
essential in (short) queries and therefore it makes sense to pay the effort. Also when 
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compared to previous way of implementing the FITE-TRT, this novel implementation 
is justified. Implementing the FITE-TRT manually could take days, even weeks for a 
single key. A brute-force method where TRT- and FITE-phases are applied 
successively, can easily take hours for a single long key. 

3   Iterative FITE-TRT 

The original FITE-TRT processing utilizes a single combination of parameters, which 
are alpha- and beta-values, length criteria for a key and candidates, and the number of 
best rules employed. This language dependent combination is trained to produce the 
highest recall and precision values and therefore the best possible overall result for 
FITE-TRT. Some number of words will be left untranslated, because there is no 
single parameter combination that could reliably translate every valid word. Therefore 
an iterative method is presented here as an extension to the original method. 

The iterative FITE-TRT will apply different parameter combinations consecutively 
until the candidate is accepted or until it becomes certain enough, that the key cannot 
be translated. Parameter combinations are evaluated with the numbers of correct and 
incorrect translations, and the number of untranslated words. During iteration 
incorrect translations are avoided by translating carefully in each level of iteration. 
Each parameter combination perfectly translates some words while it can also 
translate other words incorrectly.  Therefore effective iteration requires such a 
sequence of parameter combinations, that most of the words are translated as correctly 
as possible. 

3.1   Strategies for the Identification of Iteration Parameters 

In order to identify the best sequence of parameter combinations three strategies are 
presented, because it was not obvious, at the outset, how a good iteration could be 
formed. All strategies have the risk of overfitting to the training data and all strategies 
are also static in a way that they have to be tuned each time the TRT-rules or 
language frequency data changes. In the next section the training of these strategies is 
evaluated. 

The original FITE-TRT used simply the best single parameter combination that 
resulted in as high recall and precision values as possible. This strategy is used as a 
baseline in evaluating the iterative strategies. 

The first strategy is a manual search for a suitable sequence of parameter 
combinations. This translates words in consecutive steps, or in iteration. The words 
that do not translate in the first step are handled in the second step, and so on. In each 
step the aim is to achieve as high a recall as possible while at the same time 
maintaining 100% precision. If 100% precision is not achieved the parameters of the 
steps are changed, or the process is restarted from a previous step whose parameters 
are changed in such way that 100%, or as high as possible, precision is still achieved 
(“back-tracking”). The process continues until words cannot be translated any more. 
The difficult words accumulate to the end of the process, and these words remain 
untranslatable. This strategy’s main problem is the huge manual effort required 
because of the back-tracking. 
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The second strategy is called the best&iterative strategy. It tries to improve the 
baseline strategy by applying it in subsequential steps until all translatable words are 
translated. Here the combination which yields the highest recall value with high 
precision is selected. The untranslated training words are the new keywords for the 
next step, where all reasonable parameter combinations are again used to translate the 
new keywords and - just like in the baseline strategy - the best combination is 
selected. This is continued until no more new translations with reasonable results can 
be made. The choice between high valued combinations is done manually, since the 
cases can be fairly different. This strategy takes less time to prepare than the first one. 

The third strategy - the min-error strategy - is to select the combination that yields 
the minimal number of incorrect translations. In case of a tie, the combination with 
highest recall is selected. This strategy results in a long chain of combinations and it 
takes a lot of time to be found, but is fully automatic. Untranslated keywords are 
mined again as in the second strategy. The “back-tracking” step of the first strategy is 
not made, since it can result in explosive growth of recursion. 

3.2   Iteration Tests and Results 

The iterative translation strategies were developed using three training word sets, one 
set for each language pair. These word lists were received from a researcher who has 
investigated cross-lingual spelling variant matching. The training lists contained 463 
(French-English), 468 (German-English), and 546 (Spanish-English) word pairs. 

In the final iterative experiments, the effectiveness of iterative translation was 
evaluated using three sets of test words, again one set for each language pair. The test 
words were extracted from the Multilingual Glossary of Medical Terms by Heymans 
Institute of Pharmacology, University of Gent [3]. All entries where the entry words 
in the considered languages were single words were extracted from the Glossary. 
Because FITE-TRT is intended to translate similar words, for the final test word lists 
only word pairs whose words were sufficiently similar with one another were 
selected. As a threshold the similarity value of LCS/LW=0.60 was used (LCS/LW is a 
longest common subsequence based similarity measure, see Section 4.1.). In addition, 
the words that were used in the training experiments were removed from the final 
lists. The final lists contained 1013 (French-English), 1014 (German-English), and 
1009 (Spanish-English) unique word pairs. 

Obtaining training and test word sets from dictionaries doesn’t create a conflict 
with the objective to create a reliable method for spelling variant OOV words. For 
technical terms, the transformation rules of the spelling variant word translations 
between two languages are similar whether the words are in or out of vocabulary, i.e. 
orthographical conventions are constructed with quite homogenous linguistic rules. 

Because the manual strategy takes huge amounts of time to prepare, it was only 
done for the Spanish-English language pair. However the manual iteration sequence 
was applied to other language pairs to make a point that universal iteration is not 
likely to exist, or at least it is not easy to find. 

The results for all strategies and language pairs are presented in Table 1. Column 
“best&iter” shows the results for the second strategy. The columns “manual” and 
“min error” stand for the other strategies, where the former is the manually searched  
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Table 1. Recall and precision values for all strategies and baseline translation in all language 
pairs 

  baseline best&iter min error manual 

Spa-Eng Recall (%) 80.2 82.2 82.0 86.4 

 Precision (%) 86.6 86.0 83.1 88.1 

Ger-Eng Recall (%) 73.3 73.8 74.3 73.5 

 Precision (%) 85.3 85.3 85.3 81.7 

Fre-Eng Recall (%) 75.5 77.2 78.3 77.1 

 Precision (%) 82.9 82.0 82.8 81.2 

 
iteration sequence for Spanish to English translation employed on all language pairs 
and the latter is the sequence generated with fully automatic parameter mining, which 
is trained to maximise precision at the expense of recall. 

The baseline values were as expected. Spanish yielded the highest recall and 
German the lowest. This was the case for all other strategies as well. The German 
rules and frequency data contained more characters and created more diversity to 
rules and source words. Precision values were quite close to each other cross-
lingually. 

The thoroughness of the baseline was proved by the best&iterative strategy, since 
the improvements in recall were marginal (Spanish gained the most by two percent 
units while German only gained half a percent unit) and strategy’s precision either 
remained or got slightly worse. The baseline strategy already translated most words 
and left only difficult words without translation. Translating a wide variety of 
problem words without overfitting parameters to those specific words is a difficult 
task. 

The minimal error -strategy tried to beat the baseline strategy by translating words 
in smaller groups while avoiding incorrect translations. Training this strategy resulted 
in long iterations: from 25 to around 30 levels. Recall improved slightly from baseline 
for all three languages, but precision either remained or got slightly worse. The 
manually constructed iteration for Spanish to English translation outperformed the 
baseline. Recall was 86.4% and precision 88.1% against the baseline’s 80.2% and 
86.6%. The manual strategy also beat other strategies in Spanish to English -pair 
mainly because it utilized backtracking steps when combining the iteration parameter 
sequence. 

4   FITE-TRT vs. Fuzzy Matching 

The effectiveness of FITE-TRT is compared to that of fuzzy matching (n-gram and 
skip-gram matching). N-grams have been found effective for fuzzy matching in IR 
[4], [7] and its generalization, the skip-grams (s-gram for short), consistently 
outperformed n-grams in the identification of translation equivalents of cross-lingual 
spelling variants [1]. Here the term n-gram refers to di-grams formed of consecutive 
characters of words. The s-gram fuzzy matching technique constructs di-grams both 
of consecutive and non-consecutive characters of words [1]. The generated di-grams 
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are put into comparable categories based on the number of skipped characters as di-
grams are constructed. The character combination index (CCI) indicates the number 
of skipped characters as well as the comparable categories. Here the CCI= {{0}, {1, 
2}} was used. This means that di-grams formed of consecutive characters form one 
comparable category and di-grams with one and two skipped characters the other. S-
grams formed in this way consistently outperformed conventional di-grams in [1]. 

For example, with string S = abcd and CCI={{0},{1,2}}, two digrams sets are 
formed, namely DS{0}(S) = {ab, bc, cd} (by zero skipping) and DS{1,2}(S) = {ac, 
ad, bd} (by skipping both one and two characters). 

The strength of n-/s-grams is that they do not need frequency lists and may be 
operated in the target database index, thus they are more efficient than FITE-TRT. 

4.1   The Experiments 

The dependence of FITE-TRT, n-gram and s-gram effectiveness on the similarity 
degree of the source and target words was considered in these experiments. The test 
words were extracted from the Multilingual Glossary for Art Librarians [2] which is 
well suited for this test because it contains both similar and dissimilar words. FITE-
TRT translates individual words and only such entries from the Glossary were 
extracted where English, French, German, and Spanish entry words appear as 
individual words. This is no loss of generality as OOV phrases can be TRT’ed word 
by word. 

Three test word sets were constructed, one for each language pair. All the word 
sets contained the same word pairs (n=123) albeit in different languages. All the 3 x 
123 word pairs were looked at, and if the original target word was not the most 
similar one to a source word, it was removed and a new target word, the most similar 
one, was taken from the dictionary as the equivalent of a source word. 

A simple measure of longest common subsequence divided by the length of the 
longer word of the word pair (LCS/LW) was used as a similarity measure. The closer 
to 1.00 LCS/LW is, the more similar the words are: LCS/LW = 1.00 refers to identical 
words. As an example, for the Spanish word suplemento LCS/LW = 9/10 = 0.90 w.r.t. 
the English equivalent supplement. For the native Spanish word vinculante 
LCS/LW = 0.30 w.r.t. its equivalent binding. The test words were classified into three 
categories based on their LCS/LW values: (1) 0.80-100, (2) 0.60-0.79, and (3) 0.00-
0.59. The FITE-TRT effectiveness w.r.t. n-gram and s-gram matching effectiveness is 
analyzed within these categories. 

The test words in French, German, and Spanish were translated into English by 
FITE-TRT and were matched against the English word list using n-grams and s-
grams. The English word list used in fuzzy matching was the same list as used by 
FITE-TRT, except that it only contained words without frequency figures. In the first 
experiment the effectiveness of FITE-TRT vs. fuzzy matching was considered from 
the viewpoint of FITE-TRT in that only the highest ranked word in the ranked result 
list of fuzzy matching was considered. The highest ranked word yielded by fuzzy 
matching was either a correct or incorrect translation for a source word. The matching 
results were used to compute recall / precision for n-grams and s-grams. 

FITE-TRT was run without iteration using two parameter combinations (PC): PC1: 
10 best rules (by weight), α = 2, and β = 2; and PC2: 3 best rules, α = 10, and  
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β = 10. In both cases the length difference between the source word and target word 
was set at 0-3 characters for long words and 0-2 characters for short words. 

The recall of fuzzy matching can be improved by increasing the number of target 
words that are considered in the result list. The second experiment determined what is 
the minimum number of target words (MNW) that need to be collected to obtain a 
recall higher than the one obtained by FITE-TRT. For example, MNW=7 means that 
on average fuzzy matching achieves higher recall than FITE-TRT when the best 
seven words are considered, and with six words recall in fuzzy matching remains 
lower than in FITE-TRT. In this experiment the performance of s-grams (which 
consistently outperformed n-grams) was compared against the performance of FITE-
TRT with parameter combination 2 (the worse of two parameter combinations 
regarding recall). In this test, the recall and precision of fuzzy matching are not equal 
since more than one target words per source word are considered. In this experiment 
s-gram matching is compared with FITE-TRT on the similarity level of 
LCS/LW=0.80-100. 

4.2   Findings 

Table 2 reports the results of the experiment, described in Section 4.1, where FITE-
TRT’s performance was compared against the performance of fuzzy matching. On 
each similarity level the number of test words varies by the language pair. Note that 
for each language pair the total number of test words was n=123. The figures suggest 
that French and English words are more similar to each other than German-English 
words and Spanish-English words since on the level of LCS/LW=0.80-100 the 
number of test words is higher for French-English than for the other pairs. The recall 
 

Table 2. FITE-TRT, s-gram and n-gram effectiveness 

Translation 
/ matching LCS/WL > 0.79 0.6<LCS/WL<0.8 0.0<LCS/WL<0.6 Overall 

method N R% P% N R% P% N R% P% F-measure% 

FITE-TRT/PC1           

Fre-Eng 84 78.6 88.0 23 34.8 44.4 16 0 0 64.0 

Ger-Eng 52 71.2 78.7 26 26.9 38.9 45 2.2 10.0 40.4 

Spa-Eng 53 79.2 87.5 45 44.4 58.8 25 8.0 14.3 56.6 

FITE-TRT/PC2           

Fre-Eng 84 66.7 96.6 23 30.4 58.3 16 0 0 61.5 

Ger-Eng 52 69.2 90.0 26 23.1 60.0 45 2.2 20.0 43.6 

Spa-Eng 53 62.3 91.7 45 22.2 43.5 25 4.0 16.7 44.5 

S-gram           

Fre-Eng 84 65.5 65.5 23 4.3 4.3 16 0 0 45.5 

Ger-Eng 52 44.2 44.2 26 0 0 45 0 0 18.7 

Spa-Eng 53 32.1 32.1 45 0 0 25 0 0 13.8 

N-gram           

Fre-Eng 84 60.7 60.7 23 0 0 16 0 0 41.5 

Ger-Eng 52 42.3 42.3 26 0 0 45 0 0 17.9 

Spa-Eng 53 32.1 32.1 45 0 0 25 0 0 13.8 
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and precision values are equal for s- and n-grams because, in this test, the grams 
always produce one translation candidate which is either correct or incorrect. 

It can be seen in Table 2 that FITE-TRT performs much better than fuzzy matching 
on similarity level of LCS/LW > 0.79. FITE-TRT/PC1 achieves 71.2%- 78.6% recall 
(R) and 78.7%-88.0% precision (P). For FITE-TRT/PC2 recall is lower but precision 
is higher than for FITE-TRT/PC1. S-grams outperform n-grams. Regarding recall, 
only French-English/s-grams is competitive with FITE-TRT achieving a 65.5% recall. 
However, FITE-TRT/PC1’s precision value (88.0%) is clearly higher than s-grams’ 
value (65.5%). Other language pairs cannot really meet up with French-English. 

Importantly, on the similarity level of LCS/LW=0.60-0.79 fuzzy matching loses its 
ability to identify target language equivalents whereas FITE-TRT performs fairly 
well. FITE-TRT loses its ability to translate words only on the similarity level of 
LCS/LW=0.00-0.59. 

The overall column reports the F-measure for the entire word sets and for each 
method. In calculating the F-measure, recall and precision were held equally 
important. The overall tendencies already discussed in the three word similarity 
classes are confirmed. 

Table 3 shows the results of the experiment where MNW was determined for s-
grams. As shown, for French MNW is 2, for German 6, and for Spanish 3. In other 
words, to obtain the recall level of the worst case FITE-TRT two (Fre-Eng), six (Ger-
Eng), and three (Spa-Eng) words have to be scanned in the result list of skip-gram 
matching. In each s-gram case precision is much lower than FITE-TRT’s precision. 
French-English fuzzy matching comes closest to FITE-TRT in MNW and precision 
but remains still clearly inferior. 

Table 3. MNW for s-grams (LCS/WL = 0.80-1.00) 

Translation / matching method MNW Recall % Precision % 

FITE-TRT/PC2    
Fre-Eng (n=84) - 66.7 96.6 
Ger-Eng (n=52) - 69.2 90.0 
Spa-Eng (n=53) - 62.3 91.7 
S-gram     
Fre-Eng (n=84) 2 69.0 50.0 
Ger-Eng (n=52) 6 71.2 16.7 
Spa-Eng (n=53) 3 69.8 33.3 

5   Conclusions 

In this study, an effective FITE-TRT translation system was implemented and 
evaluated. The merge of FITE and TRT made the FITE-TRT process straightforward 
and more efficient as an actual computer implementation. The system was used in 
iterative translation experiments and in FITE-TRT vs. fuzzy matching translation / 
matching experiments. The results of iterative translation experiments serve as a basis 
to further develop iterative FITE-TRT. The manually constructed iteration for Spanish 
to English translation proved that an iterative method can be better than the baseline 
method. Still, the costs of building a reliable iteration approach seem prohibitive 
compared to its benefits. It was also shown that FITE-TRT performs considerably 
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better than n- or s-gram matching which further lose on effectiveness and efficiency if 
translation recall is emphasized (i.e. a low precision tolerated). Based on these results 
the FITE-TRT technique is recommended for handling untranslatable technical terms 
in cross-language retrieval and other information systems where automatic translation 
is part of the system and when the requirements for the result quality are high. 
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Abstract. We first review in this paper the burstiness and aftereffect of
future sampling phenomena, and propose a formal, operational criterion
to characterize distributions according to these phenomena. We then in-
troduce the Beta negative binomial distribution for text modeling, and
show its relations to several models (in particular to the Laplace law of
succession and to the tf-itf model used in the Divergence from Random-
ness framework of [2]). We finally illustrate the behavior of this distri-
bution on text categorization and information retrieval experiments.

1 Introduction

The goal of this paper is to introduce the Beta negative binomial distribution
as a new tool for modeling texts in information access applications (as text
categorization or information retrieval). This distribution was derived from two
considerations: one based on word burstiness, the other on the good empirical
fit to data provided by the negative binomial distribution.

Several recent works have proposed different distributions that can model
word burstiness, or the aftereffect of future smapling ([2,8,4]). However, no formal
characterization for these phenomena has been proposed. Introducing a clear
definition for these phenomena and proposing a formal, operational criterion
for characterizing word distributions wrt them is the first problem we address
in this paper, in section 2. On a different aspect, [3], and more recently [1,14],
have emphasized the adequacy of the negative binomial distribution for text
modeling. Despite its nice properties, few attempts have been made to make use
of it in text categorization or information retrieval. In the second part of this
paper, we come back to this distribution and derive from it the Beta negative
binomial distribution, which can be used to re-interpret several aspects of the
Divergence from Randomness framework presented in [2]. This is the subject of
section 3. Lastly, in section 4, we present several categorization and information
retrieval experiments that illustrate the behavior of the Beta negative binomial
Distribution.

2 Burstiness and the Aftereffect of Future Sampling

An important phenomenon reported in [3,7] is the one of burstiness. The term
“burstiness” describes the behavior of words which tend to appear in bursts, ie,
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once they appear in a document, they are much more likely to appear again.
The notion of burstiness is similar to the one of aftereffect of future sampling
([5]), which describes the fact that the more we find a word in a document, the
higher the expectation to find new occurrences. [2] makes use of the Laplace law
of succession (which is called normalization L) as well as a ratio of Bernoulli
processes (normalization B) to model the aftereffect of sampling.

Let xi be the number of occurrences of word i in a given document. For a word
probability distribution P (xi), [3] measures the burstiness through the quantity:

BP =
EP [xi]

P (xi ≥ 1)

where EP denotes the expectation with respect to P . This measure provides a
way to compare two different word distributions with respect to burstiness, but
does not give a clear measure on whether a given word distribution accounts
or not for bursty and non-bursty words. In order to do so, we introduce the
following definition:

Definition 1. We say that a word i is bursty at level n0 under a distribution P
iff there exists an integer n0, 1 ≤ n0, such that for all integers (n′, n), n′ ≥ n ≥
n0:

P (xi ≥ n′ + 1|xi ≥ n′) ≥ P (xi ≥ n + 1|xi ≥ n)

This definition directly translates the fact that a word is bursty if it is easier to
generate it again once it has been generated a certain number of times (passed
a certain level). The introduction of a burstiness level (n0) in this definition
allows one to capture finer-grain behaviors. In pratice, however, it is not always
easy to compute P (xi ≥ n + 1|xi ≥ n) and determine whether a particular
word distribution can account for burstiness. The following property (the proof
of which is given in appendix A) can be used to do so:

Property 1. Characterization of Burstiness
Let P (xi) be a frequency distribution for word i and let an = P (xi=n+1)

P (xi=n) .

(i) If there exists no such that an is increasing from n0 on, then i is bursty (at
level n0) under P

(ii) If there exists no such that an is decreasing from n0 on, then i is not bursty
(at any level) under P

Using this property, it is easy to see that the binomial, Poisson and geomet-
ric distributions cannot account for burstiness (we skip the derivation which is
mainly technical). Other distributions can however model burstiness and the
aftereffect of future sampling:

• Normalization L (Laplace Law of succession) In this case, an is equiv-
alent to the quantity Prob2 of [2]:

an =
n

(n + 1)

which is increasing. The Laplace law of succession thus models burstiness
and the aftereffect of future sampling.
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• Normalization B We have:

an = 1 − F + 1
D(n + 1)

where F and D are constant here (respectively defined, in [2], as the total
number of occurrences of the word and the number of documents in which
the word occurs). Here again an is increasing, so that normalization B fully
models the aftereffect of future sampling.

In addition to normalizations L and B, other distributions have been con-
sidered to model burstiness. In particular, the fact that the multinomial distri-
bution does not model burstiness (as its marginals are binomial distributions)
has led several researchers to develop a new model, namely the DCM (Dirichlet
Compound Multinomial) model, first introduced in [10], then studied in [8] and
extended in [4] under the name EDCM. Both the DCM and EDCM models can
account for word burstiness. We show here that it is the case for EDCM (the
proof for DCM is similar). Marginalizing all the words in the document but word
i leads, for the EDCM model, to:

P (xd
i |β) ∝ Γ (s − βi + ld − xd

i )
Γ (s − βi)

βi

xd
i

where βi(1 ≤ i ≤ M) are the parameters of the model, xd
i (1 ≤ i ≤ M) the

number of occurrences of word i in document d, ld the length of document d and
s =

∑
i:xd

i ≥1 βi. From this, we have:

an+1

an
=

(
n2 + 2n + 1

n2 + 2n

)

×
(

s − βi + ld − n − 1
s − βi + ld − n − 2

)

> 1

which shows that EDCM accounts for word burstiness.
Of course, both normalizations L and B were chosen in [2] because of their

capacity to model the aftereffect of future sampling. Similarly, the DCM and
EDCM models were partly chosen for their ability to model burstiness. Our
development here simply confirms this on the basis of property 1. However,
property 1 can be used as a formal, operational criterion to select new distri-
butions for modeling burstiness and the aftereffect of future sampling. We will
see below that indeed both the negative binomial and beta negative binomial
distributions can be used to this effect, distributions that we now introduce.

3 The Negative Binomial and Beta Negative Binomial
Distributions

Church and Gale ([3]) were the first ones, to our knowledge, to provide a complete
study of the number of documents in which a given word i occurs exactly xi times
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(a quantity we denote by #(d, xi)). Their work led to several findings on how
words behave in document collections. In particular, they compared the binomial
and Poisson distributions with mixtures of Poissons to model P (#(d, xi)). Their
results indicate that the negative binomial distribution, which is an infinite mix-
ture of Poisson distributions, fits the data better than the other distributions,
which are however used in many document probabilistic models. The family of
negative binomial distributions is a two parameter family, and supports sev-
eral equivalent parametrizations. A commonly used one employs two real valued
parameters, β and r, with 0 < β < 1 and 0 < r, and leads to the following
probability mass function:

NegBin(x;r,β) =
Γ (r + x)
x!Γ (r)

(1 − β)rβx

for x = 0, 1, 2, · · · (Γ is the gamma function).
The good behavior of the negative binomial distribution for text processing

has also been observed in different, recent works. [1] uses respectively a bino-
mial, a Poisson and a negative binomial distribution to model the probability of
words given classes in a Näıve Bayes classifier. [14] reproduces the experiments
reported in [3] on different collections. Again, the negative binomial is shown
to provide a better fit to the data. One disadvantage however of the negative
binomial distribution lies in the fact that maximum likelihood estimators for its
parameters do not exist when only one observation is available, which makes
this distribution not suited to model the probability of occurrences in a single
document, a quantity used in eg the language model for information retrieval
([12]), or the divergence from randomness model ([2]).

An interesting extension to the negative binomial distribution consists in con-
sidering that the parameter β arises from a prior Beta distribution. In this case,
the resulting distribution has the form:

BNBGen(x; r, a, b) =
Γ (r + x)Γ (a + x)
x!Γ (r)Γ (a)Γ (b)

× Γ (a + b)Γ (r + b)
Γ (a + b + r + x)

(1)

where x = 0, 1, 2, · · · , and a and b represent the two parameters of the prior Beta
distribution. Assuming that this prior is uniform (ie a = b = 1), one obtains the
following, simple, one-parameter distribution, which we will refer to as the Beta
Negative binomial distribution, or BNB in short1:

BNB(x; r) =
r

(r + x + 1)(r + x)
(2)

Again, this distribution is defined for x = 0, 1, 2, · · · . Figure 1 shows probability
distributions of the BNB for several values of the parameter. Furthermore, as we
are going to see, maximum likelihood estimates exist for the BNB distribution
even in the case where only one observation is available.

1 This distribution is sometimes referred to as the Johnson distribution, inasmuch as
it was studied by N. Johnson in [6].
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Fig. 1. BNB probability distribuions for several values of r

3.1 Burstiness

In the case of the negative binomial distribution, we have (for an as defined in
property 1):

∀n, an =
β(r + n)

n + 1
an is strictly increasing iff r < 1, strictly decreasing iff r > 1 and constant
otherwise. This shows that the negative binomial can account for both bursty
and non-bursty words, depending on the value of the parameter r.

For the BNB distribution, an = r+n
r+n+2 is strictly increasing. The BNB dis-

tribution can thus model burstiness and the aftereffect offuture sampling. More
generally, the family of distributions given by equation 1 can be used to model
word burstiness and the aftereffect of future sampling if the parameter r is such
that 0 < r ≤ 1.

3.2 Parameter Estimation

We assume here that each word i(1 ≤ i ≤ M) in a collection of N documents is
modeled, independently of the other words, by a BNB distribution with param-
eter ri. As before, the number of occurrences of word i in document d will be
noted xd

i . The maximum likelihood estimated for each ri is defined as:

r̂i = argmaxri
L(D, ri) = argmaxri

∏

d

ri

(ri + xd
i )(ri + xd

i + 1)

The derivative of L wrt ri is:

∂ log L

∂ri
=

∑

d

1
ri

− 1
ri + xd

i

− 1
ri + xd

i + 1

Setting this derivative to 0 leads to: r̂i = 1
N

1∑
d

1
r̂i+xd

i

− 1
r̂i+xd

i
+1

which defines a

fixed-point equation for r̂i. Furhtermore, in the case where we have a single
document, or where ∀d, xd

i = xi, the above equation leads to:

r̂i =
√

xi(xi + 1) (3)
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3.3 Relations to other Distributions

The probability of presence of a word in a document under the BNB model is
provided by:

PBNB(xi ≥ 1|ri) =
ri

ri + 1
which, under the setting ri = xi, amounts to the Laplace law of succession.
Hence, one can re-interpret the quantity Prob2 in the normalization L of [2] as
the probability of presence of a word in a document, under a BNB model the
parameter of which is set to xi. This last setting almost corresponds to the one
obtained by maximum likelihood. Indeed, from a Taylor expansion of equation 3,
one gets:

ri ∼ xi(1 +
1

2xi
) = xi + 0.5

this approximation being already valid for small xis, as the approximation error
for xi = 2 is around 2.5%. Thus, when xi is sufficiently large, ri ∼ xi (the
approximation error being around 5% for xi = 10).

Let Fi be the total number of occurrences of word i in the collection: Fi =∑
d xd

i . Setting ri to Fi

N (ie the number of occurrences of i in any document on
the basis of a random distribution) yields:

PBNB(xi ≥ 1|ri) =
F

F + N
≈ F

N
, for

F

N
small or moderate

which is the quantity Prob1 used in the tf-itf I(F) model of [2]. Hence, the tf-itf
I(F) model of [2] can be directly derived from a BNB distribution, the parameter
of which is set to Fi

N , ie the number of occurrences of word i under a random
distribution.

Lastly, based on the representation: P (d) ∝
∏

1≤i≤M P (xi ≥ 1)xd
i , in the

context of categorization, the decision for probabilistic classifiers is to assign d
to the category c which maximizes:

F (c) = log(P (c)) +
∑

1≤i≤M

xd
i log(P (xi ≥ 1|c))

where P (xi ≥ 1|c) denotes the probability of presence of word i in category c.
Assuming that this probability is given by a BNB model, the parameter of which
(rc

i ) is set to xc
i

lc
(that is the number of occurrences of i in c normalized by the

length of c), we have:

F (c) = log(P (c)) +
∑

1≤i≤M

xd
i (log(

xc
i

lc
) − log(

xc
i

lc
+ 1))

In general, xc
i << lc, so that: F (c) ∼ log(P (c)) +

∑
1≤i≤M xd

i log(xc
i

lc
), which is

exactly the function used by a multinomial Naive Bayes classifier, the parame-
ters of which are set through maximum likelihood (see for example [9]). Hence,
the multinomial Naive Bayes classifier can be approximated by a model based
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on BNB distributions for words, the parameters of which are set to the number
of occurrences of the words in the category, normalized by the length of the cat-
egory. The validity of this approximation will be confirmed in the experimental
section (4).

4 Experiments

We want to illustrate the behavior of the BNB distribution in the context of
text categorization and information retrieval. Regarding categorization, we have
compared BNB models to state-of-the-art probabilistic models which use the
same type of information, with different distributions. The models we have re-
tained are the multinomial Naive Bayes classifier and the DCM ([8,4]) model.
Several works have compared these classifiers with discriminative approaches
such as Support Vector Machines (see for example [11,13]). On several collec-
tions, probabilistic and discriminative classifiers are on par. We will not replicate
such a comparison here. Regarding information retrieval, we have used the gen-
eral Divergence from Randomness, which we will refer to as DFR, framework
defined in [2] to build information retrieval models. Our results suggest that a
model based on the BNB distribution yields state-of-the-art results, while being
simpler to implement as it dispenses from one normalization.

Categorization.We used the 20NewsGroupand Industry corpora for our catego-
rization experiments. These corpora have been processed following [8] (both cor-
pora are part of the DCM toolbox, available at http://www.imm.dtu.dk/rem/).
However, we did not filter out the 500 most common words as done in [8].

For the multinomial model, we used a standard Laplace smoothing. For the
DCM model, we directly used the code available in the DCM toolbox. For the
BNB, we used the decision function mentioned above:

F (c) = log(P (c)) +
∑

1≤i≤M

xd
i log(P (xi ≥ 1|c))

and considered here two BNB models for P (xi ≥ 1|c). In the first one, the
parameter rc

i is estimated through maximum likelihood (rc
i =

√
xc

i (x
c
i + 1)). We

refer to this model as BNB-mle. In the second one, we used the approximation
leading to the Laplace law of succession (rc

i = xc
i ). We refer to this model as

BNB-laplace. In both cases, xc
i represents the number of occurrences of word i in

category c. To ensure that the quantities P (d|c) are comparable across categories,
we re-normalized the parameters rc

i by constraining their sum s to be equal to
a fixed value.

In a first experiment, we used 20 splits (80% training, 20% test for 20News-
Group, 50% training 50% test for Industry) and averaged the precision obtained
with the different models, with s set to 1. The results obtained are displayed in
table 1. These results confirm that the approximation of the maximum likelihood
estimate of the parameter of the BNB distribution by the number of occurrences
is valid, as the two BNB models perform similarly. They also confirm the simi-
larity between the BNB and multinomial distributions, established for document
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Table 1. Average precision, on 20 splits, of the different models (best results in bold)

20NewsGroup Industry

Multinomial 0.875 0.805
BNB-laplace (s = 1) 0.878 0.804
BNB-mle (s = 1) 0.876 0.805
DCM (s = 1) 0.878 0.785

categorization in 3.3: the two BNB models and the multinomial one yield here
the same level of performance. Comparing the different models, one can see that
the DCM model does not behave here as well as the other models on Industry.
This is in accordance with the results presented in [11]. Setting s to different
values in the DCM model will yield different results. However, we were not able,
on this corpus, to get results significantly higher than the ones reported here. In
addition, the DCM is a rather complex model, which is very slow to train.

The quantity s used as a normalization in the BNB models defines an addi-
tional parameter that can be tuned to the collection considered. In order to test
its influence, we let it vary from 0.5 to 10,000. The results obtained for different
values of s on the BNB-laplace model are reported in table 2. As one can note,
larger values of s yield a higher precision on the Industry corpus, whereas the
best results for the 20NewsGroup are obtained with small values of s. Further-
more, the gain, over the previous models, is significant on the Industry corpus.
We then estimated the best value for s on a development set consisting of 10%
of each collection, and used the value obtained on the test set. The best values
for s were 1 for 20NewsGroup, and 1, 000 for Industry, respectively yielding an
average precision of 0.878 for 20NEwsGroup and 0.8225 on Industry. Again, the
gain over the other models on Industry is significant.

Table 2. Influence of s on the precision for BNB-laplace (results are averaged over 5
splits; best results are in bold)

0.5 1 10 50 100 500 1000 2000 5000 10000

20NewsGroup 0.8789 0.8789 0.8789 0.8784 0.8784 0.8775 0.8768 0.8754 0.8732 0.8701

Industry 0.8003 0.8006 0.8051 0.8119 0.8157 0.8214 0.8226 0.8219 0.8208 0.8194

Information Retrieval. Our experiments were carried out on the English part
of the CLEF-2003 corpus2, which contains around 160,000 documents. The in-
dexing was done using the Lemur toolkit3. The resulting vocabulary contains ca.
80,000 distinct terms (types). We used the 60 queries of CLEF-2003 and their
associated relevance judgements for evaluation. We tested the different models
on short and long queries, respectively containing the title, and the title and the
description.

2 http://www.clef-campaign.org/
3 http://www.lemurproject.org
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In order to illustrate the behavior of the BNB distribution, we tested different
versions of the two quantities used in the DFR framework of [2]. For Prob1, we
used (the notations are the same as before, with rc

i the parameter of the BNB
estimated on the collection):

– The model I(F) and the geometric approximation of the Bose-Einstein dis-
tribution (denoted G), both used in [2];

– Prob1(xd
i ) = PBNB(xi ≥ 1|rc

i )
xd

i , with rc
i either set to Fi

N or to its MLE

value:
√

F 2
i +N×Fi

N . The first setting corresponds to the BNB approximation
of I(F) mentioned in 3.3. We will denote it I(F)BNB. The second setting
directly corresponds to a BNB distribution estimated through maximum
likelihood. We will denote it I(F)MLE;

– Prob1(xd
i ) = PBNB(xd

i |rc
i ), with rc

i either set to its MLE value, or to: rc
i =

Fi∑
j Fj

∑
d ld
N . The second setting allows one to take into account the effect of the

document length on the number of occurrences of a word and corresponds to
the proportion of word i in the collection times the average document length.
However, as these two settings yielded very comparable results in our experi-
ments, we retained only the second one, which will be denoted IM.

For Prob2, we used another BNB model, PBNB(xi ≥ 1|rd
i ), with rd

i either set
to xd

i or to its MLE value:
√

xd
i (x

d
i + 1). As shown in 3.3, the first setting cor-

responds to the Laplace normalization, and will be denoted L2. We will denote
the second setting LMLE.

We then considered the following models for combining Prob1 and Prob2: GL2,
I(F)L2, I(F)BNBL2, I(F)MLELMLE, IML2, IM, G. The first two combinations
are used in [2] and serve here as gold standards. The third approximation aims
at assessing the validity of the approximation of the I(F) distribution by a BNB
distribution, whereas the fourth one investigates the behavior of the MLE of
the BNB, for both Prob1 and Prob2. The fifth model (IML2) aims at assessing
a different use of the BNB distribution, namely the one directly based on the
the probability of occurrence of a word. The last two models (IM and G) do
not make use of Prob2 so as to assess the impact and necessity of the Prob2
normalization. For all models, we resized the term frequency using equation (42)
of [2].

The results we obtained are presented in table 3. As one can see, the ap-
proximatin of I(F) by a BNB distribution is valid: the three models I(F)L2,
I(F)BNBL2 and I(F)MLELMLE provide comparable results on both short and
long queries. Furthermore, model I(F)MLELMLE is based on two BNB distri-
butions directly estimated from the data, so that the sole assumption made is
the one of a BNB modeling of the data. As the L2 normalization can be seen
as a particular BNB distribution (as shown in 3.3), we obtain here two models,
I(F)BNBL2 and I(F)MLELMLE, which are directly based on the BNB distri-
bution for their two components (Prob1 and Prob2), and which yield state-of-
the-art performance. This suggests that the DFR framework could be simplified
by relying on a single distribution, the parameters of which may be estimated
through maximum likelihood.
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Table 3. Mean average precision (MAP), R-precision (R-PREC), precision at 5 doc-
uments (P5) and precision at 10 documents (P10) for the different models on the
CLEF2003 English corpus (best results in bold)

MAP R-PREC P5 P10

query-title

GL2 0.3610 0.3419 0.3367 0.2833
I(F)L2 0.3609 0.3422 0.3367 0.2883
I(F)BNBL2 0.3618 0.3407 0.3367 0.2850
I(F)MLELMLE 0.3590 0.3398 0.3400 0.2850
IML2 0.0865 0.0870 0.0833 0.0633
IM 0.3617 0.3385 0.3433 0.2767
G 0.1661 0.1589 0.1600 0.1433

query-desc

GL2 0.4905 0.4524 0.4233 0.3433
I(F)L2 0.4925 0.4555 0.4267 0.3400
I(F)BNBL2 0.4950 0.4575 0.4367 0.3400
I(F)MLELMLE 0.4937 0.4652 0.4267 0.3350
IML2 0.1328 0.1280 0.1317 0.1183
IM 0.4682 0.4144 0.4300 0.3327
G 0.2479 0.2260 0.2433 0.2000

Comparing the different complete models with IM, one can note that the
performance of IM is comparable to the others on short queries, and slightly
below on long queries (for the MAP and R-precision, the precision at 5 and
10 documents being comparable). However, model IM does not make use of
any renormalization based on Prob2, so that it achieves a good performance
with only part of the information used by the other complete models. More
surprising here is the fact that model IM behaves very poorly when coupled
with the Laplace normalization, whereas this normalization seems necessary for
other models: model G, which is based on GL2 but does not make use of the
Laplace normalization, yields very bad results. The relationship between the
distribution used and the first normalization of the informative content of [2]
remains to be better understood.

5 Conclusion

The goal of this work was to introduce the Beta negative binomial distribution
as a possible alternative to other distributions used for probabilistic text model-
ing. As we mentioned, we derived this distribution from two considerations: one
based on word burstiness, the other on the good empirical fit to data provided
by the negative binomial distribution. Regarding burstiness and the aftereffect
of future sampling, we have presented in this paper a formal, operational char-
acterization criterion. This criterion helped us validate previous distributions
retained to model these phenomena. In addition, it allowed us to characterize
new distributions. We have then introduced the Beta negative Binomial (BNB)
distribution, and shown how it was related to other models: the I(F) model and
the Laplace normalization of [2], and the multinomial Naive Bayes classifier.
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Lastly, we have illustrated the behavior of this distribution on text catego-
rization and information retrieval experiments. Regarding text categorization, a
first version of the BNB distribution behaved similarly to the multinomial one,
as predicted theoretically. However, as the BNB model we have considered for
categorization has an additional parameter, we were able, by tuning this param-
eter, to outperform both the multinomial and the DCM models on the Industry
corpus. Of course, other models can be used for categorization. The recently pro-
posed Smoothed Dirichlet (SD) model ([11]) respectively yielded 0.89 and 0.85
on the two collections we retained. However, this model uses a different kind
of information than the one used by the BNB, multinomial and DCM models.
Extending these latter models to take into account other information is a work
that remains to be done.

For information retrieval, we have shown that a model based on the BNB
distribution for both Prob1 and Prob2) was equivalent (on both theoretical and
experimental grounds) to the I(F)L2 model of [2], a state-of-art model in prob-
abilistic information retrieval. Furthermore, a version of this model estimated
through ML yielded similar results. We have also introduced a simple BNB
model (model IM) which yielded results comparable to the other models on short
queries. However, it does so without the first normalization of the informative
content, a normalization necessary for other models, eg GL2. The importance of
this normalization in the DFR framework, its impact on various models as well
as possible normalizations to be used with the BNB distribution remain to be
studied thoroughly.
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A Proof of Property 1

Let us recall what property 1 states:
Let P (xi) be a frequency distribution for word i and let an = P (xi=n+1)

P (xi=n) .

(i) If there exists no such that an is increasing from n0 on, then i is bursty (at
level n0) under P

(ii) If there exists no such that an is decreasing from n0 on, then i is not bursty
(at any level) under P

Proof We have: P (xi ≥ n + 1|xi ≥ n) = P (xi≥n+1)
P (xi≥n) = 1

P (xi=n)
P(xi≥n+1)+1

But:

P (xi ≥ n + 1)
P (xi = n)

= an + anan+1 + · · · ;
P (xi ≥ n + 2)
P (xi = n + 1)

= an+1 + an+1an+2 + · · ·

Comparing the right members of the above equations term by term leads for (i)
to: ∀n ∈ N, n ≥ n0

P (xi ≥ n + 2)
P (xi = n + 1)

≥ P (xi ≥ n + 1)
P (xi = n)

and hence: ∀n ∈ N, n ≥ n0, P (xi ≥ n + 2|xi ≥ n + 1) ≥ P (xi ≥ n + 1|xi ≥ n)
which establishes (i).
Similarly, for (ii) we obtain: ∀n ∈ N, n ≥ n0, P (xi ≥ n+2|xi ≥ n+1) ≤ P (xi ≥
n + 1|xi ≥ n) which proves (ii).

www.research.microsoft.com/~minka
http://www.cs.cmu.edu/~nmramesh/sd_tc.pdf
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Abstract. We show that several previously proposed passage-based doc-
ument ranking principles, along with some new ones, can be derived from
the same probabilistic model. We use language models to instantiate spe-
cific algorithms, and propose a passage language model that integrates
information from the ambient document to an extent controlled by the
estimated document homogeneity. Several document-homogeneity mea-
sures that we propose yield passage language models that are more ef-
fective than the standard passage model for basic document retrieval
and for constructing and utilizing passage-based relevance models; the
latter outperform a document-based relevance model. We also show that
the homogeneity measures are effective means for integrating document-
query and passage-query similarity information for document retrieval.

Keywords: passage-based document retrieval, document homogeneity,
passage language model, passage-based relevance model.

1 Introduction

The ad hoc retrieval task is to rank documents in response to a query by their
assumed relevance to the information need it represents. While a document can
be compared as a whole to the query, it could be the case (e.g., for long and/or
heterogeneous documents) that only (very few, potentially small) parts of it,
i.e., passages, contain information pertaining to the query. Thus, researchers
have proposed different approaches for utilizing passage-based information for
document retrieval [1, 2, 3, 4, 5, 6, 7, 8].

We show that some of these previously proposed passage-based document-
ranking approaches can in fact be derived from the same probabilistic model.
Among the methods we derive are ranking a document by the highest query-
similarity score that any of its passages is assigned [2,4,8], and by interpolating
this score with the document-query similarity score [2, 4].

We instantiate specific retrieval algorithms by using statistical language mod-
els [9]. In doing so, we propose a passage language model that incorporates in-
formation from the ambient document to an extent controlled by the estimated

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 162–174, 2008.
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document homogeneity. Our hypothesis is that (language) models of passages in
highly homogeneous documents should pull a substantial amount of information
from the ambient document; for passages in highly heterogeneous documents,
minimal such information should be used.

Several document-homogeneity measures that we propose yield passage lan-
guage models that are more effective than the standard passage model [8] — as
experiments over TREC data attest — for basic passage-based document rank-
ing and for constructing and utilizing passage-based relevance models [8]; the
latter also outperform a document-based relevance model [10].

We also derive, and demonstrate the effectiveness of, a novel language-model-
based algorithm that integrates, using document-homogeneity measures, the
query-similarity of a document and of its passages for document ranking.

2 Retrieval Framework

In what follows we show that some previously-proposed passage-based document-
ranking approaches, and some new ones, can be derived from the same model.

Notation and conventions. Throughout this section we assume that the following
have been fixed: a query q, a document d, and a corpus of documents C (d ∈ C).
We use g to denote a passage, and write g ∈ d if g is one of d’s m passages.
(Our algorithms are not dependent on the type of passages.) We write px(·) to
denote a (smoothed) unigram language model induced from x (a document or a
passage); our language model induction methods are described in Sec. 2.2.

2.1 Passage-Based Document Ranking

We rank document d in response to query q by estimating the probability p(q|d)
that q can be generated1 from a model induced from d, as is common in the
language modeling approach to retrieval [12,9]. We hasten to point out, however,
that our framework is not committed to any specific estimates for probabilities
of the form p(q|x), which we often refer to as the “query-similarity” of x.

Since passages are smaller — and hence potentially more focused — units than
documents, they can potentially “help” in generating queries. Thus, assuming
that all passages in the corpus can serve as proxies (representatives) of d for
generating any query, and using p(gi|d) to denote the probability that passage
gi (of some document in the corpus) is chosen as a proxy of d, we can write

p(q|d) =
∑

gi

p(q|d, gi)p(gi|d) . (1)

1 While it is convenient to use the term “generate” in reference to work on language
models for IR [9], we do not think of text items as literally generating the query.
Furthermore, we do not we assume an underlying generative theory in contrast to
Lavrenko and Croft [10], and Lavrenko [11], inter alia.
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If we assume that d’s passages are much better proxies for d than passages
not in d, then we can define p̂(gi|d)

def
= p(gi|d)∑

gj∈d p(gj |d) if gi ∈ d, 0 otherwise, and

use it in Eq. 1 to rank d as follows:

Score(d)
def
=

∑

gi∈d

p(q|d, gi)p̂(gi|d) . (2)

To estimate p(q|d, gi), we integrate p(q|d) and p(q|gi) based on the assumed
homogeneity of d: the more homogeneous d is assumed to be, the higher the
impact it has as a “whole” on generating q. Specifically, we use the estimate2

h[M](d)p(q|d) + (1 − h[M](d))p(q|gi), where h[M](d) assigns a value in [0, 1] to
d by homogeneity model M. (Higher values correspond to higher estimates of
homogeneity; we present document-homogeneity measures in Sec. 2.3.) Using
some probability algebra (and the fact that

∑
gi∈d p̂(gi|d) = 1), Eq. 2 then

becomes

Score(d)
def
= h[M](d)p(q|d) + (1 − h[M](d))

∑

gi∈d

p(q|gi)p̂(gi|d) , (3)

with more weight put on the “match” of d as a whole to the query as d is
considered more homogeneous.

If we consider d to be highly heterogeneous and consequently set h[M](d) to
0, and in addition use the relative importance (manually) attributed to gi as
a surrogate for p̂(gi|d), Eq. 3 is then a previously proposed ranking approach
for (semi-)structured documents [4]; if a uniform distribution is used for p̂(gi|d),
instead, we score d by the mean “query-similarity” of its constituent passages,
which yields poor retrieval performance that supports our premise from Sec. 1
about long (and heterogeneous) documents.

Alternatively, we can bound Eq. 3 by

Scoreinter−max(d)
def
= h[M](d)p(q|d) + (1 − h[M](d))max

gi∈d
p(q|gi) . (4)

This scoring function is a generalized form of approaches that interpolate the
document-query similarity score and the maximum query-similarity score assigned
to any of its passages using fixed weights [14, 2, 15, 4]; hence, such methods (im-
plicitly) assume that all documents are homogeneous to the same extent. Further-
more, note that assuming that d is highly homogeneous and setting h[M](d) = 1
results in a standard document-based ranking approach; on the other hand, as-
suming d is highly heterogeneous and setting h[M](d) = 0 yields a commonly-used
approach that scores d by the maximum query-similarity measured for any of its
passages [2, 7, 4, 8]:

Scoremax(d)
def
= max

gi∈d
p(q|gi) . (5)

2 This is reminiscent of some work on cluster-based retrieval [13].
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2.2 Language-Model-Based Algorithms

Following standard practice in work on language models for IR [9], we esti-
mate p(q|d) and p(q|gi) using the unigram language models induced from d
and gi, i.e., pd(q) and pgi(q), respectively. Then, Eq. 4 yields the novel Inter-
polated Max-Scoring Passage algorithm, which scores d by h[M](d)pd(q) +
(1 − h[M](d))maxgi∈d pgi(q). Using language models in Eq. 5 yields the Max-
Scoring Passage algorithm, which scores d by maxgi∈d pgi(q) as was proposed
by Liu and Croft [8].

Language Model Induction. We use p̃MLE
x (w) to denote the maximum like-

lihood estimate (MLE) of term w with respect to text (or text collection) x, and
smooth it using corpus statistics to get the standard (basic) language model [16]:

p̃[basic]
x (w) = (1 − λC)p̃MLE

x (w) + λC p̃MLE
C (w) ; (6)

λC is a free parameter.
We extend the estimate just described to a sequence of terms w1w2 · · · wn by

using the unigram-language-model term-independence assumption

p[basic]
x (w1w2 · · · wn)

def
=

n∏

j=1

p̃[basic]
x (wj) . (7)

Passage Language Model. Using p
[basic]
gi (q) in the above-described algorithms

implies that document d is so heterogeneous that in estimating the “match” of
each of its passages with the query we do not consider any information from d,
except for that in the passage itself.

Some past work on question answering, and passage and XML retrieval [17,
18, 19, 20, 21, 22] uses a passage language model that exploits information from
the ambient document to the same fixed extent for all passages and documents.
In contrast, here we suggest to use the document estimated homogeneity to con-
trol the amount of reliance on document information. (Recall that homogeneity
measures are used in the Interpolated Max-Scoring Passage algorithm for fusion
of similarity scores.) Hence, for g ∈ d we define the passage language model

p̃[M]
g (w)

def
= λpsg(g)p̃MLE

g (w) + λdoc(d)p̃MLE
d (w) + λC p̃MLE

C (w) ; (8)

we fix λC to some value, and set λdoc(d) = (1 − λC)h[M](d) and λpsg(g) =
1 − λC − λdoc(d) to have a valid probability distribution. We then extend this
estimate to sequences as we did at the above

p[M]
g (w1w2 · · · wn)

def
=

n∏

j=1

p̃[M]
g (wj) . (9)
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Setting h[M](d) = 0 — considering d to be highly heterogeneous — we get
the standard passage language model from Eq. 7. On the other hand, assuming
d is highly homogeneous and setting h[M](d) = 1 results in representing each
of d’s passages with d’s standard language model from Eq. 7; note that in this
case the Max-Scoring Passage algorithm amounts to a standard document-based
language model retrieval approach.

2.3 Document Homogeneity

We now consider a few simple models M for estimating document homogene-
ity. We define functions h[M] : C → [0, 1] with higher values corresponding to
(assumed) higher levels of homogeneity.

Long documents are often considered as more heterogeneous than shorter
ones. We thus define the normalized length-based measure

h[length](d)
def
= 1 − log |d| − mindi∈C log |di|

maxdi∈C log |di| − mindi∈C log |di|
,

where |dj | is the number of terms in dj .3

The length-based measure does not handle the case of short heterogeneous
documents. We can alternatively say that d is homogeneous if its term distribu-
tion is concentrated around a small number of terms [23]. To model this idea, we
use the entropy of d′s unsmoothed language model and normalize it with respect
to the maximum possible entropy of any document with the same length as that
of d (i.e., log |d|):4

h[ent](d)
def
= 1 +

∑
w′∈d p̃MLE

d (w′) log(p̃MLE
d (w′))

log |d| .

Both homogeneity measures just described are based on the document as a
whole and do not explicitly estimate the variety among its passages. We can
assume, for example, that the more similar the passages of a document are to
each other, the more homogeneous the document is. Alternatively, a document
with passages highly similar to the document as a whole might be considered
homogeneous. Assigning d’s passages with unique IDs, and denoting the tf.idf5

3 Normalizing the length with respect to documents in several corpora (including the
ambient corpus) yields very similar retrieval performance to that resulting from
normalization with respect to documents in the ambient corpus alone.

4 Entropy(d)
def
= −

∑
w′∈d p̃ MLE

d (w′) log(p̃ MLE
d (w′)); higher values correspond to (as-

sumed) lower levels of homogeneity. A document d with all terms different from each
other has the maximum entropy (log |d|) with respect to documents of length |d|. If
|d| = 1, we set h[ent](d) to 1.

5 Modeling these two homogeneity notions using the KL divergence between language
models yields substantially-inferior retrieval performance to that of using the pro-
posed vector space representation with the cosine measure.
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vector-space representation of text x as x, we can define these homogeneity
notions using the functions h[interPsg](d) and h[docPsg](d), respectively, where

h[interPsg](d)
def
=

{
2

m(m−1)

∑
i<j;gi,gj∈d cos(gi, gj) if m > 1 ,

1 otherwise ;

h[docPsg](d)
def
=

1
m

∑

gi∈d

cos(d, gi) .

3 Related Work

There is a large body of work on utilizing (different types of) passages for doc-
ument retrieval [1, 2, 3, 4, 5, 6, 7, 8]. We showed in Sec. 2 that several of these
methods can be derived and generalized from the same model.

Utilizing passage language models is a recurring theme in question answering
[24,25,18], sentence and passage retrieval [26,20,22], document retrieval [3,6,8]
and XML retrieval [19, 21]. As mentioned in Sec. 2.2, some prior work [17, 18,
19,20,21,22] smooth the passage (sentence) model with its ambient document’s
statistics, by using interpolation with fixed weights. We present in Section 4.1
the relative merits of our approach of using document homogeneity measures for
controlling the reliance on document statistics.

Liu and Croft’s work [8] most resembles ours in that they use the Max-Scoring
Passage algorithm with the basic passage model from Eq. 7; they also use a
passage-based relevance model [10] to rank documents. We demonstrate the mer-
its in using their methods with our passage language model in Sec. 4.

4 Evaluation

We conducted our experiments on the following four TREC corpora:

corpus # of docs avg. length queries disk(s)

FR12 45,820 935 51-100 1,2
LA+FR45 186,501 317 401-450 4,5
WSJ 173,252 263 151-200 1-2
AP89 84,678 264 1-50 1

FR12, which was used in work on passage-based document retrieval [2, 8], and
LA+FR45, which is a challenging benchmark [27], contain documents that are
longer on average (and often considered more heterogeneous) than those in WSJ
and AP89.

We used the Lemur toolkit (www.lemurproject.org) to run our experiments.
We applied basic tokenization and Porter stemming, and removed INQUERY
stopwords. We used titles of TREC topics as queries.

To evaluate retrieval performance, we use the mean average (non-interpolated)
precision (MAP) at 1000, and the precision of the top 10 documents (p@10). We
determine statistically significant differences in performance using the two-tailed
Wilcoxon test at the 95% confidence level.
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Passages. While there are several passage types we can use [7], our focus is on
the general validity of our retrieval algorithms and language-model induction
techniques. Therefore, we use half overlapping fixed-length windows (of 150 and
50 terms6) as passages and mark them prior to retrieval time. Such passages are
computationally convenient to use and were shown to be effective for document
retrieval [2], specifically, in the language model framework [8].

Table 1. Performance numbers of the Max-Scoring Passage algorithm (MSP) with
either the basic passage language model (MSPbase) or our passage language model
(MSP[M]) that utilizes homogeneity model M. Document-based language-model
(DOCbase) retrieval performance is presented for reference. Boldface: best result per
colomn; underline: best performance for a corpus per evaluation measure. d and p mark
statistically significant differences with DOCbase and MSPbase, respectively.

FR12 LA+FR45
PsgSize 150 PsgSize 50 PsgSize 150 PsgSize 50
MAP p@10 MAP p@10 MAP p@10 MAP p@10

DOCbase 22.0 13.3 22.0 13.3 22.7 26.4 22.7 26.4
MSPbase 28.4 14.8 30.1d 14.8 21.9 25.5 21.7 25.7

MSP[length] 29.6d 15.7 31.8d
p 15.7 23.1p 27.5 23.6p 26.0

MSP[ent] 29.3d 16.2 30.1d 16.2 22.2 26.2 21.8 26.0
MSP[interPsg] 29.1d 15.7 30.7d 16.2 22.8p 26.6 21.9 25.3
MSP[docPsg] 29.3d 16.2 31.0d 15.7 23.2d 27.9 23.0 25.5

WSJ AP89
PsgSize 50 PsgSize 150 PsgSize 50 PsgSize 150
MAP p@10 MAP p@10 MAP p@10 MAP p@10

DOCbase 28.4 39.6 28.4 39.6 20.0 24.1 20.0 24.1
MSPbase 28.8 41.8 26.1d 40.4 18.8d 23.0 17.7d 22.4

MSP[length] 29.3d 43.0d 29.0p 44.8d
p 19.3p 23.7 18.7p 24.6

MSP[ent] 29.3p 41.6 27.9p 41.8 19.1p 22.8 18.2d
p 22.6

MSP[interPsg] 29.2d 42.4d 28.2p 43.2p 19.5p 23.7 18.4d
p 23.9

MSP[docPsg] 29.1d 42.6d 29.2p 44.8d
p 19.8p 23.3 19.1p 24.6

4.1 Experimental Results

Passage Language Model. To study the performance of our passage language
model independently of score-integration (as performed by Interpolated Max-
Scoring Passage), we use it in the Max-Scoring Passage algorithm, which was
previously studied with the basic passage model [8].

Specifically, let MSP [M] denote the implementation of Max-Scoring Passage
with our passage model p

[M]
g (·), and MSPbase denote its implementation with

the basic passage model p
[basic]
g (·) [8]. Since our passage model leverages infor-

mation from the ambient document, we also use as a reference comparison a
standard document-based language-model retrieval arpproach (DOCbase) that
scores document d by p

[basic]
d (q).

All tested algorithms incorporate a single free parameter λC , which con-
trols the extent of corpus-based smoothing. We fix λC to 0.5, because this
6 Passages of 25 terms yield degraded performance as in some previous reports [2,8].
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results in (near) optimal (MAP) performance for both our reference comparisons
(MSPbase and DOCbase) with respect to values in {0.1, 0.2, . . . , 0.9}.7

We present the performance numbers in Table 1. Our first observation is that
the Max-Scoring Passage algorithm is consistently more effective (many times to
a statistically significant degree) when utilizing our new passage language model
(MSP [M]) than when using the basic passage language model (MSPbase).

We can also see in Table 1 that the most effective homogeneity measures for
inducing our passage model are length — demonstrating its correlation with
heterogeneity — and docPsg; the latter measures the similarity between a doc-
ument and its passages, and is thus directly related to the balance we want to
control of using document-based vs. passage-based information. Furthermore,
MSP [length] and MSP [docPsg] yield performance that is superior to that of
document-based retrieval (DOCbase) in many of the relevant comparisons, es-
peically for FR12 and WSJ. For AP89, however, document-based retrieval is
superior (in terms of MAP) to using (any) passage-based information, possibly
due to the high homogeneity of the documents.
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Fig. 1. The MAP performance curve of Max-Scoring Passage (PsgSize=150) when
setting λdoc(d) (see Eq. 8) to the same fixed value in {0, 0.1, . . . , 0.5} for all documents.
(0 and 0.5 correspond to MSPbase and DOCbase, respectively.) The performance of
using the homogeneity measures length and docPsg is plotted for comparison with
thin and thick horizontal lines, respectively. Note: figures are not to the same scale.

Further Analysis. Our passage model incorporates information from the ambient
document to an extent controlled by the estimated document homogeneity. We
now study the alternative of fixing the reliance on document information to the
same extent for all documents and passages, as proposed in some past work
[17,18,20,22]. We do so by fixing λdoc(d) in Eq. 8 to a value in {0, 0.1, . . . , 0.5}.
(Recall that λdoc(d) = (1 − λC)h[M](d) and λC = 0.5; also, setting λdoc(d) to 0
7 Similar relative-performance patterns are observed for λC = 0.3.
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and 0.5 corresponds to MSPbase and DOCbase, respectively.) We depict the
resultant MAP performance curve (for passages of 150 terms) of the Max-Scoring
Passage algorithm in Fig. 1. We plot for comparison the performance of using
our best-performing homogeneity measures length and docPsg.

We can see in Fig. 1 that using homogeneity measures improves performance
over a poor choice of a fixed λdoc(d); furthermore, for FR12, LA+FR45 and
WSJ, the measures yield performance that is sometimes better than the best
performance obtained by using some fixed λdoc(d), and always better than that
of using either passage-only information or document-only information (see the
end points of the curves). Many of the performance improvements posted by
the homogeneity measures over a fixed λdoc(d) are also statistically significant,
e.g., MSP [length] and MSP [docPsg]’s performance is better to a statistically
significant degree than setting λdoc(d) to (i) 0 for LA+FR45 and AP89, (ii) 0.5
for FR12 and WSJ, and (iii) {0.1, 0.2} for AP89.

Table 2. Performance numbers of a passage-based relevance model [8]. We use either
the originally suggested basic passage language model (relPsgBase) or our passage lan-
guage model (relPsg[M]). Document-based relevance-model performance is presented
for reference (relDoc). Best result in a colomn is boldfaced, and best result for a corpus
(per evaluation measure) is underlined; statistically significant differences with relDoc
and relPsgBase are marked with d and p, respectively.

FR12 LA+FR45
PsgSize 150 PsgSize 50 PsgSize 150 PsgSize 50
MAP p@10 MAP p@10 MAP p@10 MAP p@10

relDoc 10.7 9.1 10.7 9.1 20.7 23.8 20.7 23.8
relPsgBase 31.7d 14.3d 31.1d 16.2d 22.4 26.0 21.9 24.7

relPsg[length] 28.0d 14.8d 30.7d 18.1d 21.8p 26.6 23.3d
p 25.3

relPsg[docPsg] 26.9d 15.7d 34.2d 18.1d 20.4p 25.1 22.8d
p 25.7

WSJ AP89
PsgSize 150 PsgSize 50 PsgSize 150 PsgSize 50
MAP p@10 MAP p@10 MAP p@10 MAP p@10

relDoc 33.9 48.4 33.9 48.4 25.6 28.5 25.6 28.5
relPsgBase 34.5 47.2 34.0 45.0 24.1 29.8 22.2 25.9

relPsg[length] 35.4d 50.0 37.5d
p 49.0p 25.1 30.4 24.3p 30.0p

relPsg[docPsg] 35.9d 50.2 37.6d
p 50.2p 25.7 29.8 25.1p 31.3p

Relevance Model. The most effective passage-based relevance model approach
for ranking documents that was suggested by Liu and Croft [8] is to construct a
relevance model [10] only from passages and use it to rank documents. We com-
pare their original implementation relPsgBase, which utilizes the basic passage
model, to an implementation relPsg[M], which utilizes our passage language
model p

[M]
g (·). We also use a document-based relevance model (relDoc) [10] as

a reference comparison.
We optimize the performance of each of our reference comparisons (relPsgBase

and relDoc) with respect to the number of top-retrieved elements (i.e., passages or
documents) and the number of terms used for constructing the relevance models;
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Fig. 2. The MAP performance curve of the Interpolated Max-Scoring Passage algo-
rithm (PsgSize=150) when setting h[M](d) (see Eq. 4) to the same fixed value in
{0, 0.1, . . . , 1} for all documents. (0 and 1 correspond to MSPbase and DOCbase,
respectively.) We also plot the performance of setting M to length and docPsg with
thin and thick horizontal lines, respectively. Note: figures are not to the same scale.

specifically, we select these parameters’ values from {25, 50, 75, 100, 250, 500} —
i.e., 36 parameter settings — so as to optimize MAP performance. We set λC = 0.5
(as at the above) except for estimating top-retrieved elements’ language models
for constructing relevance models, wherein we set λC = 0.2 following past recom-
mendations [10]. Our relPsg[M] (M ∈ {length, docPsg}) algorithms use the pa-
rameter values selected for the relPsgBase reference comparison; therefore, their
performance is not necessarily the optimal one they can achieve.

Table 2 shows that in most of the relevant comparisons using our passage
language model yields passage-based relevance models (relPsg[M]) that out-
perform both the original implementation (relPsgBase) [8] — which utilizes
the basic passage model — and the document-based relevance model (relDoc).
(Note, for example, that underlined numbers that constitute the best perfor-
mance for a corpus per evaluation metric appear only in relPsg[M] rows.) In
many cases, the performance differences are also statistically significant.

Interpolated Max-Scoring Passage. The algorithm scores document d by
interpolation (governed by the homogeneity-based interpolation weight h[M](d))
of the document-based language model score (DOCbase) with the score assigned
by Max-Scoring Passage. (See Sec. 2.2.) To focus on this score integration, rather
than combine it with information integration at the language model level8, which
we explored at the above, we use the basic passage language model p

[basic]
g (·);

the Max-Scoring Passage implementation is then the MSPbase defined above.

8 Experiments show that such combination yields additional performance gains.
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In Fig. 2 we present the MAP performance of Interpolated Max-Scoring Pas-
sage (with passages of 150 terms). We either use h[M](d) with the length and
docPsg homogeneity measures9, or set h[M](d) to a fixed value in {0, 0.1, . . . , 1}
for all documents (0 and 1 correspond to MSPbase and DOCbase, respectively),
which echoes some past work [2, 4].

We see in Fig. 2 that homogeneity measures yield performance that is (i) bet-
ter than that of several fixed values of h[M](d), (ii) always better than the worse
performing among MSPbase and DOCbase (see the end points of the curves),
and (iii) sometimes (e.g., for FR12 and WSJ) better than the best performance
attained by using some fixed h[M](d) for all documents10. Many of the improve-
ments obtained by our homogeneity measures over a fixed h[M](d) are also sta-
tistically significant, e.g., length is significantly better than setting h[M](d) to
(i) 0 for LA+FR45, WSJ and AP89, (ii) 0.9 for FR12, (iii) {0.1, . . . , 0.4} for
LA+FR45, and (iv) {0.1, 0.3} for WSJ.

5 Conclusions

We derived some previously-proposed and new passage-based document-ranking
approaches from the same model. We proposed an effective passage language
model that incorporates information from the ambient document to an extent
controlled by the estimated document homogeneity. Our homogeneity measures
are also effective for integrating document and passage query-similarity infor-
mation for document retrieval.
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Abstract. Many traditional information retrieval models, such as BM25
and language modeling, give good retrieval effectiveness, but can be dif-
ficult to implement efficiently. Recently, document-centric impact mod-
els were developed in order to overcome some of these efficiency issues.
However, such models have a number of problems, including poor effec-
tiveness, and heuristic term weighting schemes. In this work, we present
a statistical view of document-centric impact models. We describe how
such models can be treated statistically and propose a supervised param-
eter estimation technique. We analyze various theoretical and practical
aspects of the model and show that weights estimated using our new esti-
mation technique are significantly better than the integer-based weights
used in previous studies.

1 Introduction

Most of the information retrieval models developed recently fall into a class
of models known as parameterized retrieval models. Examples of these models
are BM25 [1], language modeling [2], the axiomatic model [3], the divergence
from randomness model [4], and linear discriminative models [5,6]. At the very
core of these models is some term weighting function that is composed of one
or more free parameters and standard information retrieval features, such as
term frequency, inverse document frequency, and document length. These term
weighting functions are responsible for quantitatively assigning importance val-
ues to document and query terms. The standard procedure for training or tuning
a parameterized model of this form is to learn a set of parameters using either
supervised or unsupervised methods that maximizes some information retrieval
metric.

It is important to note that the importance values (weights) are quantitative
variables, and therefore, their absolute and relative values are indeed important.
If term A is given double the weight of term B then we must conclude that A is
two times as important as term B. This is very different than concluding that
term A is more important than term B. Such a conclusion would require us to
assume that term importance is an ordinal variable, rather than a quantitative
one. While term weighting functions impose an implicit ordering on terms ac-
cording to importance, they do not explicitly model the ordinal nature of term
importances.

Recently, Anh and Moffat introduced the document-centric impact model,
which represents a paradigm shift in the design of retrieval models [7]. The
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model, which was experimentally shown to be both effective and highly efficient,
moves away from complex parameterized term weighting functions. Instead, a
method is proposed by which document terms are partitioned into a small num-
ber (e.g., fewer than 16) of bins. Each bin contains a set of terms of equal
importance. For example, there may be a bin that contains all of the most im-
portant terms, another that contains less important terms, and a third that
contains the least important terms. This imposes an explicit ordering of sets of
terms (bins), instead of the implicit ordering of terms imposed by classic term
weighting functions.

In this work, we present a model that can be considered to be a statistical
interpretation of the document-centric impact model. Like the document-centric
impact model, our model also requires binning of document terms in order to
estimate term weights. However, in our model, we take a probabilistic approach
that allows many of the techniques available in the language modeling literature
to be used. Without a statistical interpretation, such techniques would not be as
easily applied. Furthermore, such an interpretation allows us to use non-integral
impacts, and estimate parameters more formally in a supervised fashion, thereby
eliminating one of the more heuristic pieces of the document-centric impact
model. As we will show, this statistical interpretation, along with the newly
devised estimation technique consistently and significantly improves retrieval
effectiveness relative to existing impact-based retrieval models.

The remainder of this paper is laid out as follows. In Section 2 we describe
related models. Section 3 lays out the theoretical foundations of our model. In
Section 4 the results from our experimental evaluation are presented. Finally,
Section 5 concludes the paper and presents potential areas of future work.

2 Related Models

In this section we review the language modeling framework for information re-
trieval and the document-centric impact model, both of which are closely related
to our proposed model.

2.1 Language Modeling for IR

The language modeling framework for information retrieval was first proposed
by Ponte and Croft [2]. Language models attempt to model language or topi-
cality. Although there are many different variants of language modeling, we will
only describe one of the most robust and commonly used formulations [8]. In this
formulation, we are tasked with estimating document and query models. Models
are defined as multinomial distributions over some fixed vocabulary V . Due to
their very nature, document and query models are often estimated differently.
Documents are typically estimated using some smoothed maximum likelihood
estimate [9]. Query models are either estimated according to their maximum like-
lihood estimate or using a more complex pseudo-relevance feedback-based formu-
lation, such as model-based feedback [10,11] or relevance-based models [12,13].



A Statistical View of Binned Retrieval Models 177

Given a query, documents are ranked according the negative KL divergence
between the query and document model, which is computed as:

− KL(θQ||θD) = H(θQ) − CE(θQ, θD)
rank=

∑

w∈V
θw,Q log θw,D (1)

where H is the entropy, CE is cross-entropy, θQ is the query model, and θD is the
document model. Here, θw,Q and θw,D are shorthand for P (w|θQ) and P (w|θD),
respectively. Although this sum is shown to go over the entire vocabulary V , it
is very often the case that terms that do not occur in the query are assigned a
zero probability in the query model, thus significantly reducing the number of
terms in the sum.

Pros. Language modeling has several appealing characteristics. First, the model
is formally motivated and based on a strong statistical foundation. This allows
estimation and learning techniques from statistics and machine learning to be
easily applied. Examples of such techniques are Bayesian smoothing [9], trans-
lation models [14], mixture models [15], cluster-based models [16,17], and topic
models [18]. Second, the model has proven to be highly effective over a wide
range of retrieval tasks. Finally, the model is relatively easy to understand and
implement.

Cons. As with all models, language modeling also has several unappealing char-
acteristics. One of the most fundamental theoretical issues with the framework
concerns how query and document models are estimated and compared. Docu-
ment models are estimated using techniques such as maximum likelihood esti-
mation and Bayesian smoothing. These models, at their core, are modeling term
occurrences. When sampling terms from a model estimated in this way, we ex-
pect our sample to exhibit term occurrence statistics similar in nature to those
observed in the document they were estimated from. However, queries and docu-
ments exhibit very different term occurrence statistics, as was pointed out in the
past [19]. For example, documents contain many function words, while queries
rarely do. Therefore, it is theoretically unsettling to compare a query model with
a document model, given that the statistical properties of term occurrences in
queries and documents are fundamentally different.

Smoothing and high model complexity are also concerns. It is well known
that smoothing does more than overcome the zero frequency problem. It also
results in an implicit IDF factor in the query likelihood retrieval model, which
ultimately results in a very tf.idf -like ranking function [9]. In terms of model
complexity, a general multinomial model over a vocabulary of size |V| requires
|V|−1 parameters to be estimated. This is a very large number of free parameters
to estimate for a model. Fortunately, most types of smoothing wash away these
many degrees of freedom (although they are still implicitly there) down to one
or two parameters.
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2.2 Document-Centric Impact Model

Anh and Moffat’s document-centric impact retrieval model has been shown to be
relatively effective and highly efficient [20,7]. The model moves away from using
quantitative parameterized term weighting functions. Instead, the model ranks
terms according to their importance and imposes a very simple, pre-defined term
weighting function to the sorted terms. As we discussed earlier, this type of model
captures the notion of ordinal importance between terms, rather than trying to
explicitly quantify importance, as is done in most other retrieval models.

Term weighting within the model is accomplished in two stages. First, terms
are sorted according to some importance criteria. After sorting, the terms are
then partitioned and assigned to bins. Each bin is assigned an integral impact
ranging from 1 to k, where k is the total possible number of bins. The result of
this process is that every term in every document is assigned a term weight in
the set {1, . . . , k}. Typical values of k include 4, 8 and 16 [7]. Each document
is binned in the same way. We describe the details of Anh and Moffat’s sorting
and binning technique in Section 3.2.

Query terms are weighted differently, for several reasons. Anh and Moffat
suggest that applying the strategy just described to queries will fail, due to the
small number of query terms [7]. In addition, properly setting the query term
weights is critical in order to achieve reasonable effectiveness. Our preliminary
experiments showed that using uniform term weights results in poor effectiveness.
The details of Anh and Moffat’s query binning technique are given later.

Ranking within the model is done via a simple dot product between the doc-
ument and query impacts (weights). This is computed according to:

RSV (D; Q) =
∑

w∈V
Iw,QIw,D (2)

where Iw,Q is the impact value assigned to query term w and Iw,D is the impact
value assigned to document term w. Terms not occurring in the query are often
assigned an impact value of zero, although this is not required.

Pros. Previous studies have shown that document-centric impact models are
highly efficient, especially on large collections [21]. Impact-ordered indexes can
reduce the amount of disk storage necessary compared to standard inverted list
indexes. Furthermore, the model is amenable to efficient query processing [22].
This makes the model more attractive, from an efficiency standpoint, than lan-
guage modeling and BM25.

Cons. Despite the efficiency of the model, the effectiveness is often not as strong
as language modeling or BM25 baselines. This trade-off between efficiency and
effectiveness can be controlled by choosing an appropriate number of bins. As
expected, as fewer bins are used, efficiency increases, but effectiveness decreases.

Another issue with the model is the fact that there is no formal justifica-
tion or motivation for the various binning strategies previously proposed in the
literature. These strategies are typically heuristic and built from intuition.
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Furthermore, using integral impact values is a matter of convenience and
efficiency. However, there again is no formal motivation for choosing impacts in
such a way. In Section 3.3 we describe a less heuristic estimation technique for
choosing our model’s equivalent of impact values.

3 Model

Our model is designed to combine the best aspects of language modeling and the
document-centric impact model. The model is probabilistic like language model-
ing, thus allowing it to be incorporated into more complex statistical techniques,
such as those described in Section 2.1. However, unlike language modeling, we
do not model the generation of text. Instead, we model the importance of bins
of terms (or arbitrary features).

The first step of our model, much like the document-centric impact model,
requires us to bin the terms according to their importance. We assume that there
is some fixed set of bins defined by B, where each B ∈ B is an ordinal variable
indicating relative importance. For example, B1 may denote “most important”,
B2 may denote “medium importance”, and B3 may denote “least important”.
Binning is performed on each document. There are many different ways to bin
terms. We describe several approaches in the next section. The final result of
this process is, for each document, a partitioning of the vocabulary into |B| bins.

After binning, we must estimate a model for each document. Rather than
estimating text generation models, as is done in language modeling, we define
importance models. These models attempt to capture the likelihood that the
terms in a certain bin are important. We define a document importance model as
a multinomial distribution over bins. As a matter of shorthand, we write P (B|θD)
as θB,D and interpret θB,D as the probability that the terms in bin B (for
document D) are important. This is fundamentally different than the language
modeling interpretation. Indeed, we believe this interpretation is philosophically
more appealing, as it does not assume that queries and documents are generated
from the same underlying model. Instead, we model a fundamental, yet difficult
to define, notion of term importance which is consistent across models.

Now that we have all of the pieces of our model, the final step is to describe
how documents are ranked in response to a query. We rank documents using
a generalized likelihood ranking function that allows query term weighting. We
call this the weighted likelihood ranking function. It is defined as:

P (Q|D) =
∏

w∈V
θ

wtw,Q

bD(w)

rank=
∑

w∈V
wtw,Q log θbD(w),D (3)

where wtw,Q defines a weight for query term w and bD(w) is the bin that term
w is assigned to in document D. A more formal definition of bD(w) is provided
in the next section. This ranking function assigns high weights to documents
that contain query terms that are both highly weighted and highly likely to
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be important. We note that this ranking function is reduced to the standard
likelihood function when query term weights are set proportionally to the number
of times they occur in the query. In the remainder of this section we describe
various binning and weighting strategies for both queries and documents.

3.1 Query Binning and Weighting

IDF-Weighted. Anh and Moffat propose a query binning strategy based on
query term idfs. Their strategy has two steps. First, each query term is assigned
a weight according to:

wtw = (1 + log tfw,Q) log
(

1 +
maxtfw

cfw

)

(4)

where tfw,Q is the number of times w occurs in the query, maxtfw is the max-
imum number of times w occurs in any document in the collection and cfw is
the total number of times w occurs in the collection.

The final step bins terms linearly according to their weight. This results in
query terms with very large idf values being assigned to the “important” bins
and those with low idf being assigned to bins of lower importance. Query term
weights are then assigned according to:

wtw = IbQ(w),Q (5)

where it is assumed that some a priori set of impacts have been assigned to each
query bin and IbQ(w),Q is the impact assigned to query bin bQ(w). In this work,
we follow Anh and Moffat and assume integral impacts. That is, query terms in
the least important bin are assigned an impact value of 1, those in the next least
important bin are assigned impact value 2, and so on.

Other Methods. Other methods for computing query weights are possible,
although not explored in detail here. For example, relevance-based language
models estimate query weights by mixing together the language models of a set
of relevant or pseudo-relevant documents [13]. An analogous technique could be
used within our model to estimate better query weights.

One criticism of relevance-based language models is that they assign large
probabilities to function words due to their prevalence in the top ranked docu-
ments. Such models do not try to separate out the meaningful terms from the
background, as is done with parsimonious language models [23]. Indeed, we sus-
pect that relevance-based query models estimated using our model will behave as
the parsimonious language models do. This is due to the fact that function terms
will be given very low probability, as they are assigned to “unimportant” bins,
and give topical terms larger probability, as they are assigned to “important”
bins. Investigating this phenomenon further is part of future work.

3.2 Document Binning

For each document, we define a binning function bD : V → B that maps the
original vocabulary (V) onto a set of bins B. For a document D, the binned
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document representation is generated by applying bD to each term. This results
in a new document that only consists of bins from B.

The bin vocabulary B can be thought of as a surrogate vocabulary that cap-
tures some latent aspect of the original vocabulary. The purpose of binning is to
cluster or combine terms that are similar under some criteria. In this work we
aim at binning terms according to their importance. However, it is possible that
other binning criteria may be more appropriate for other applications.

Another important consequence of binning is the significant reduction of the
effective vocabulary size when we choose |B| � |V|. The binning process reduces
the dimensionality of our document representation. This results in significantly
reduced model complexity which can minimize the effects of overfitting and
significantly improve query processing efficiency.

(TF,IDF) Binning. Anh and Moffat propose a number of document-centric
binning strategies [7]. Each of their proposed strategies have a sorting and as-
signment stage. In the sorting stage, document terms are sorted according to
some criteria. In the assignment stage, the sorted terms are assigned to bins.

Anh and Moffat report that the (TF, IDF) sorting method results in the
best effectiveness [7]. This method sorts terms in descending order using term
frequency as the primary key and inverse document frequency as a tie breaking
secondary key.

The sorted terms are assigned to bins according to a geometric sequence. That
is, a small number of terms (i.e. those at the beginning of the sorted list) are
assigned to the “most important” bin, a larger number of terms are assigned to
the next most important bin, with the least important bin containing the largest
number of terms (i.e. those terms at the end of the sorted list). More formally,
the number of terms in bin bi is given by:

xi = (|D| + 1)1/kxi+1 (6)
x|B| = (|D| + 1)1/k − 1 (7)

where the least important terms are assigned to bin b1 and the most important
to bin b|B|.

Other Binning Strategies. Although not explored in this work, we note that
there are a number of reasonable strategies for binning terms. In particular,
index pruning strategies [24,25] and probabilistic indexing techniques [26] may
be useful. These methods share the same goal as binning by term importance.
However, instead of explicitly creating a binning, these methods only choose to
index those terms that are likely to be important within a given document.

3.3 Document Model Estimation

Document-Centric Impact Estimate. If some pre-defined impact (integral
or real-valued) value is assigned to each term bin, as in the document-centric
impact model [7], then we can convert the impacts to probabilities as follows:

θ̂B,D =
exp [IB,D]

∑
B′∈B exp [IB′,D]

(8)
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Unfortunately, it is unclear how to optimally set the impact weights given
some binning. While the integral assignment proposed by Anh and Moffat is
simple, it is likely not to be optimal. Therefore, a more informed, well-founded
method for estimating the document model probabilities is required.

It is straightforward to show that when document models are estimated in
this way and query term weights are computed using the IDF-Weighted method
described in Section 3.1 our ranking function (Equation 3) is equivalent to the
impact ranking function (Equation 2). This provides a probabilistic interpreta-
tion of the document-centric impact model.

Discriminative Estimation. As described previously, one paradox of the lan-
guage modeling approach to information retrieval is that document models are
estimated so as to maximize the likelihood (or the a posteriori) of generating
the terms in the document, while the overarching goal is to maximize some eval-
uation metric, such as mean average precision. Therefore, we propose to choose
document model probabilities in such a way that they maximize some retrieval
metric, instead of properly modeling term occurrence statistics. We acknowledge
that it is common practice in language modeling to train a model by tuning the
smoothing parameter in order to maximize some metric. However, this is typi-
cally a single, coarse grained parameter that has very specific interactions with
the model. We are proposing to tune the model in a radically different way that
allows finer control and results in parameter settings that can be interpreted
more intuitively than Dirichlet or Jelinek-Mercer smoothing parameters.

Given a set of bins B, our goal is to estimate θB,D by maximizing some
retrieval metric. This optimization problem involves setting |B| − 1 parameters
for each document in the collection. Even when a small number of bins is chosen,
this problem is infeasible. However, if we make the simplifying assumption that
θB,D = θB,D′ for all D and D′ in the collection, then the problem becomes more
reasonable. This assumption ties all of the bin importance probabilities together.
That is, it assumes that the likelihood a term in some bin j is important is the
same across all documents. While this assumption may be overly simplistic, it
significantly reduces the number of free parameters in our optimization problem
to |B| − 1, which is easily solved for most reasonable bin settings. Another side
effect of our assumption is that it allows for very efficient query processing.

Formally, our discriminative estimation technique requires the following opti-
mization problem to be solved:

[
θ̂1 . . . θ̂|B|

]
= argmax E(R; θ1 . . . θ|B|) (9)

where R is the set of relevance judgments and E is some evaluation metric.
Since most information retrieval metrics are not amenable to standard opti-

mization techniques, we choose to solve this optimization problem using greedy
hill climbing, which is a local search technique. This hill climbing approach is
reasonable for small numbers of bin, even on very large collections, because of
the low cost of evaluating large numbers of queries.
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4 Evaluation

In this section we evaluate our proposed binning and estimations techniques in
terms of effectiveness. Although efficiency is important, the evaluation of the
efficiency of integral vs. non-integral impacts is beyond the scope of this work.

Table 1. Overview of collections and topics used

Collection # Docs Train Topics Test Topics

TREC Disks 1,2 741,856 51-150 151-200

TREC Disks 4,5 528,155 301-450 601-700

WT10g 1,692,096 451-500 501-550

All binning-related experiments are carried out using Galago1, a new indexing
and retrieval system developed to test our new probabilistic model. In addition,
the Indri search system is used for the query likelihood runs [27]. We evaluate
our methods on three TREC data sets with varying characteristics. Table 1
provides an overview of each data set. The TREC Disks 1 and 2 (TREC12)
and TREC Disks 4 and 5 (TREC45) data sets consist of newswire articles from
several sources. The WT10G data set is much larger and is made up of web
documents. The queries associated with each data set are split into a training
and test set. The training set is used to tune parameters (smoothing parameters
and document importance model probabilities). The test set is used solely for
evaluation purposes.

Documents are stemmed using the Porter stemmer and stopped using the
same list of stopwords used by Anh and Moffat [7]. Queries are constructed
using only the title portion of the TREC topic. Finally, we use 8 bins when
IDF-weighted query term binning is employed.

4.1 Integral vs. Discriminative Weights

We now scrutinize the optimality of choosing document model probabilities
based on integral impacts. Therefore, we wish to compare the results of (TF,IDF)
binning and integral document estimates with (TF,IDF) binning and discrimi-
native document model estimates. Recall that the integral weights are set in a
completely unsupervised fashion, whereas the discriminative weights are learned
from training data.

As we see from Table 2, the discriminatively trained weights are consistently
better than the integral weights across various document bin sizes. These im-
provements are statistically significant for over half of our test cases.

While this result is not necessarily surprising, it does allow us to quantitatively
evaluate the optimality of the näıvely chosen integral weights. Indeed, the results
of our experiments show that integral weights, while not being optimal, achieve
results that are often close to optimal. This is a more interesting and surprising
1 http://www.galagosearch.org
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Table 2. Mean average precision for various combinations of document model estima-
tion techniques, query weight estimation strategies, and number of document bins. A
query likelihood language modeling run using Dirichlet smoothing is also included for
comparison. A † superscript indicates statistically significant improvements in effec-
tiveness over the cell immediately above it using a one-tailed t-test with p < 0.05.

Data θD Estimation wtw,Q Estimation 2 bins 4 bins 8 bins 16 bins

TREC12
Integral IDF 0.2067 0.2241 0.2273 0.2273

Discriminative IDF 0.2105 0.2269 0.2315 0.2336†

Language Modeling 0.2633

TREC45
Integral IDF 0.2325 0.2417 0.2427 0.2459

Discriminative IDF 0.2430† 0.2494† 0.2577† 0.2567†

Language Modeling 0.2920

WT10g
Integral IDF 0.1522 0.1598 0.1863 0.1886

Discriminative IDF 0.1570 0.1692† 0.1879† 0.1887
Language Modeling 0.1861

result, as it was expected that such weights would be far from optimal. The
reason why such weights may be so close to optimal may be the result of the
particular binning strategy used, and therefore our analysis does not extend
beyond (TF,IDF) binning. It is unclear whether these results will hold for more
complex binning strategies. It is likely that in more complex cases the divide
between the discriminatively trained model and the integral weight model will
increase.

4.2 Language Modeling vs. Impact-Based Models

We now briefly investigate how well the impact-based models perform when com-
pared to a strong language modeling baseline. The language modeling baseline
significantly outperforms the best impact-based formulation for the TREC12
and TREC45 data sets. Interestingly, the two models demonstrate comparable
effectiveness on the WT10G collection.

Our results seem to contradict those described by Anh and Moffat [7], which
showed that the impact-based model significantly outperformed language mod-
eling and BM25. However, most of the language modeling results outlined in
their work were quoted from previous work that had very weak language model-
ing baseline numbers. Indeed, our rigorously tuned language modeling approach
shows significantly stronger performance on the newswire data sets compared to
the impact-based model.

Our experience with impact-based models suggest that they strongly prefer
documents that contain all of the query terms. We believe that this is an asset
to the model in large collections where there are likely to be many documents
that contain all the query terms [28]. Furthermore, some recent work suggests
that relevance judgments in large TREC collections are biased toward those
documents that contain all of the query terms. We believe that this may explain
why impact methods perform strongly compared to language modeling on larger
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collections while there is a large effectiveness gulf on smaller collections, which
presumably have a higher percentage of relevant documents that do not contain
all of the query terms.

5 Conclusions

In this paper, we presented a probabilistic retrieval model that can be considered
a statistical view of the document-based impact model. Our model achieves good
effectiveness and efficiency by combining the strengths of the language modeling
and document-centric impact models.

In addition, we described a supervised method for discriminatively learning
document importance model weights. Rather than using integral weights, as was
done in previous work, we find the set of weights that maximize some underlying
retrieval metric. Our results showed consistent and significant improvements in
effectiveness when weights were learned in this way.
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Abstract. Concept indexing in multimedia libraries is very useful for
users searching and browsing but it is a very challenging research prob-
lem as well. Beyond the systems’ implementations issues, semantic in-
dexing is strongly dependent upon the size and quality of the training
examples. In this paper, we describe the collaborative annotation sys-
tem used to annotate the High Level Features (HLF) in the development
set of TRECVID 2007. This system is web-based and takes advantage of
Active Learning approach. We show that Active Learning allows simulta-
neously getting the most useful information from the partial annotation
and significantly reducing the annotation effort per participant relatively
to previous collaborative annotations.

1 Introduction

Semantic content-based access to image and video documents is a strong need for
many industrial applications. Indexing concepts in images and in video segments
is the main key to enable it and it is still a research challenge. Due to the so called
semantic gap between the raw image or video contents and the elements that
makes sense to human beings, indexing concepts in image or video documents
is a very hard task. It is most often carried out using classifiers or networks
of classifiers [10, 14, 3] trained using supervised learning. Systems’ performance
depends a lot upon the implementation choices and details but it also strongly
depends upon the size and quality of the training examples. While it is quite
easy and cheap to get large amounts of raw data, it is usually very costly to have
them annotated because it involves human intervention for the judging of the
“ground truth”.

Many research works on content-based image and video indexing are conducted
in the context of the TRECVID campaigns [13]. These campaigns provide to the
participants a complete frameworkwithdata collections,well defined tasks, ground
truth and metrics for the evaluation of indexing and/or retrieval systems. Addi-
tionally, annotated data are provided for some tasks like the “High Level Feature
(HLF) extraction task”which is actually a concept indexing task. Large annotation
efforts were organized in 2003 [8] and 2005 [15, 9] in order to produce a complete
annotation of the development set for a series of target concepts. These initiatives
produced very valuable resources but at a very high cost.

While the volume of data that can be manually annotated is limited due to
the cost of manual intervention, there remains the possibility to select the data

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 187–198, 2008.
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samples that will be annotated so that their annotation is “as useful as possible”
[1]. Deciding which samples will be the most useful is not trivial. Active learning
is an approach in which an existing system is used to predict the usefulness of
new samples. This approach is a particular case of incremental learning in which
a system is trained several times with a growing set of samples. The objective
is to select as few samples as possible to be manually indexed and to get from
then the best possible classification performance.

In this paper, we describe the use of active learning technique for annota-
tion of unlabeled video corpus. In order to provide manually annotation on the
TRECVID 2007 development set at cheapest cost, we organized a web-based
collaborative annotation tool in the spirit of what was done in the 2003 and
2005 [15]. Active learning has been used in order to simultaneously get the most
useful information from the partial annotation and significantly reduce the an-
notation effort per participant relatively to previous collaborative annotations.
In the following of this paper, we first describe previous active learning experi-
ments and then present the principles and the organization of this project and
the lessons learnt from it.

2 Simulated Active Learning

In a previous work, [2] simulated an active learning process using the TRECVID
2005 fully annotated development set and the TRECVID 2006 test set and
metrics. By progressively including annotations in the training set, various active
learning strategies have been evaluated in a variety of conditions. Results have
been obtained using a particular corpus (TRECVID 2005/2006), a particular
type of concepts (LSCOM-lite) and using a particular learning system (network
of SVM classifiers). They might not transpose directly to other types of contents,
target concepts or learning system though we expect the observed general trends
to still be valid.

Three strategies were compared: “relevance sampling”, “uncertainty sam-
pling”, and “random sampling”. The two first strategies respectively select the
most probable and the most uncertain samples [7]. The third one is a random
choice. Here are the main conclusions:

– For easy concepts, the “relevance sampling” strategy is the best one when
less than 15% of the dataset is annotated and the “uncertainty sampling”
strategy is the best one when 15% or more of the dataset is annotated.

– The “relevance sampling” and “uncertainty sampling” strategies are roughly
equivalent for moderately difficult and difficult concepts. In all cases, the
maximum performance is reached when 12 to 15% of the whole dataset is
annotated.

– The previous results depend upon the step size and the training set size.
1/40th of the training set size is a good value for the step size.

– The size of the subset of the training set that has to be annotated in order
to reach the maximum achievable performance varies with the square root
of the training set size.
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– The “relevance sampling” strategy is more “recall oriented” while the “un-
certainty sampling”’ strategy is more “precision oriented”.

Figure 1 shows the evolution of the system Mean Average Precision (MAP,
actually inferred average precision as it was introduced in TRECVID 2006) with
the number of annotated samples for the three strategies and with an active
learning step size of 1/40th of the training set size. The active learning pro-
cess was initialized with a set of 10 positive samples and 20 negative samples
randomly chosen (the assumption is that the user has at least a few positive
examples of what he is looking for and that negative examples are easy to find).
What is remarkable is that the maximum system performance is reached when
only a small fraction of the development set is annotated if this fraction is care-
fully chosen. Here the fraction is of about 12-15% for a development set size of
36014 samples. Other experiments (not shown here) indicate that this is also the
case for different development set sizes and that the optimal fraction varies with
the square root of the development set (it is of about 25-30% of the development
set if its size is reduced to 9003 samples).
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Fig. 1. Evolution of system MAP with the number of annotated samples for the three
strategies, all concepts

Figure 2 shows the evolution of the number of positive samples found (average
on all concepts) as a function of the number of annotated samples for the three
strategies. The rate of finding of positive samples near the beginning are of about
2.4:1 and 4.5:1 for “uncertainty sampling” and “relevance sampling”’ strategies
respectively relatively to the “random” choice.

3 Collaborative Annotation System

For the TRECVID 2003 annotation effort, [8] provided a tool to facilitate mul-
timedia annotation tasks for general users. This tool generated MPEG-7 com-
patible outputs and included various features from video shot segmentation to
ontology editing and region based annotation. However, Videoannex was a stan-
dalone system, thus each user needs to get possession of the entire collection
and the annotation data must be collected afterwards. Moreover, this tool was
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Fig. 2. Evolution of the number of positive samples found with the number of anno-
tated samples for the three strategies, all concepts

not user centered as it forced to annotate all available concepts from the ontol-
ogy simultaneously. The TRECVID 2005 collaborative annotation system was a
web-based application that allowed users to annotate using a web browser [15].
Thanks to the centralized architecture, the system was able to display a set of
overall statistics during an annotation session.

Our system is web-based and relies on an active learning approach. Similar ap-
proaches have already been considered for image and video indexing or retrieval
[5, 11] but not yet in the context of a web based collaborative annotation. As this
was done in the previous collaborative annotation, we produced samples at the
subshot level since these are much more likely to have a homogeneous and non
ambiguous content. In order to ease the annotation process, annotation is con-
sists to judge one key frame per subshot. We finally extracted 21532 key frames
using the video segmentation tool described in [12]. The following subsections
describe the interface and organization of the collaborative annotation system.

3.1 Web Interface

The TRECVID 2007 Collaborative Annotation system has been designed to be
efficient and easy to use. Like the TRECVID 2005 collaborative annotation sys-
tem [15], it operates through the Web and requires no local software installation.
Participation is restricted to groups that are registered TRECVID participants
and that have signed a license agreement to access the video data.

The system has two modes of operation: a sequential mode in which the images
to annotate are displayed one by one and a parallel mode (Figure 3) in which the
images are displayed by groups in a two-dimensional array. In the parallel mode,
users can define the dimensions of the array in order and adapt visualization to
his screen size.

Users were required to annotate only one concept at a time. The system
gave priority to the concept which had the less annotated samples. For the
current concept to annotate, images are displayed, either one by one or by group
depending upon the mode chosen, and for each image the user has three choices
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Fig. 3. Parallel interface of the annotation system

for its annotation: POSITIVE (the concept is clearly there), NEGATIVE (the
concept is clearly not there), SKIPPED (any other case, whatever the cause of
uncertainty).

In the parallel mode, users see by default an image at a smaller resolution
than the video one (160 × 120 instead of 352 × 288). By passing the mouse over
one of the small images they can get an enlarged view of it in a corner of the
screen. In both modes, users also have the possibility to play the whole video
shot if they feel that this can help them to make a better decision. This is often
the case for “dynamic” concepts like “Walking Running”.

3.2 Organization

TRECVID participants register as teams and each team may have several users
doing the annotation. In order to encourage participation to the collaborative
annotation, the resulting annotation is available only to the teams that have
completed a minimum amount of annotations, as this was also the case in previ-
ous TRECVID collaborative annotations. The minimum annotation effort was
set to 3% of the total number of annotations that should be done in order to
annotate each key frame/subshot for each concept once. This amounts to 23255
annotations per team and can be completed in about 13 hours considering an
average annotation time of 2 seconds per key frame × concept.

4 Active Learning System

We implemented the same system described in [2]: an iterative process which use
samples score from previous iteration to sort samples depending of the strategies.
The active learning process was running permanently during the whole anno-
tation period (over two months). It has been optimize in order to run with a
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parallel implementation on 10 bi-processor (3 GHz P4) servers. The process con-
tinuously computed (training/prediction) one concept at once. Hence, in order
to have similar annotation progress for the concepts, the system continuously
chooses the concept which received the largest number of annotations since its
last training. Consequently, there is not any step size as iterations occur when
a concept has been selected by the system.

The collaborative annotation system also runs permanently and indepen-
dently of the active learning process. The Collaborative annotation process uses
the last version of the classification system produced by the active learning sys-
tem in order to select the samples for annotation. Similarly, the active learning
system uses the last available set of annotations to re-train the classification
systems.

4.1 Classification System

The classification system used for the active learning process is derived from the
one used for our participation the TRECVID 2006 high level feature extraction
task. Since the language used in both collections is different and since the English
machine translation was not available yet, we used two variants, one using the
text input and the other not using it.

The system is detailed in [3]. It uses visual and text features when available.
Visual features include local and global features and both include color, texture
and motion low-level features. The system uses network of SVM classifiers [4]
and implements a mix of early and late fusion schemes. Its performance on the
TRECVID 2006 HLF extraction task was slightly above the median with an
Inferred Average Precision of 0.088.

4.2 Cold Start and Strategies

Since the concepts to annotate are the same in 2005/2006 and 2007, we can use a
system trained only on 2005 data for starting the selection of the samples on the
2007 data. This is a challenge since the 2005 and 2007 corpora are quite different
on visual, sound and text modalities. The “cold start” strategy was finally to
begin the training with only 2005 samples and then to progressively replace as
many as possible of them by 2007 samples. This was done until enough 2007
positive and negative samples were found. This was quite hard to judge but we
finally decided to remove the last 2005 samples and therefore switch to “2007
only” training when 25% of the development set was annotated.

During the mixed training phase, using both 2005 and 2007 samples, it was
not possible to use the text features in the classification system since no com-
mon representation was possible (English vs. Dutch language). This phase was
therefore completed using only the visual content. The text was finally added
as an additional feature for classification after the switch to 2007 only. It was
actually introduced when about 40% of the development set was annotated both
because we wanted to observe and distinguish both effects.
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We started with the “relevance sampling” strategy as it was identified as the
most efficient for the beginning of the process. Switching to the “most uncer-
tain” strategy was considered at a time but we finally did not activate it as the
expected gain was low and because we still wanted to observe other effects that
might have interacted with it.

We implemented an additional strategy in order to boost annotation of pos-
itive samples, we call “neighborhood sampling”. It consists in looking for new
positive samples in the temporal neighborhood of already found positive sam-
ples. Each time a positive sample has been found, the preceding and following
samples (previous and next subshots in the same video file) are selected with the
highest priority for annotation. This additional strategy was used jointly with
the “relevance sampling” strategy and it was activated early, when about 1.5%
of the development set was annotated.

5 Quality

From the TRECVID 2005 collaborative annotation study [15], it was observed
that disagreement among annotators occurred for about 3% of the annotated key
frame × concepts. These are due sometimes to obvious mistakes, to misunder-
standing of the concept or to subjective interpretation of the key frame/subshot
contents. We had an additional source of inconsistency that is that some users
apparently failed sometimes to notice the change of the concept to annotate de-
spite the displayed warning. Such changes occur quite frequently since they are
required by the active learning framework. Those various wrong annotations in-
troduced some false positive and negatives which could affect the active learning
process.

Since we wanted to keep the annotation effort reasonable, we did not want to
have most of the concept being annotated several times. We decided to have a
multiple check of only the most suspect annotations. We used for that the active
learning approach by re-proposing the samples that have been predicted as most
misclassified (i.e. positive annotated samples that were most probably predicted
as negative and vice versa). All samples marked as skipped were also proposed
for a second annotation. In case of disagreement between the first and second
annotation of a key frame × concept, this one was proposed for a third judgment
and a majority voting was used for making the final decision. As indicated in the
following section, only a small fraction of the samples have been annotated twice,
an even smaller fraction was annotated three times and so on while these were
done as cleverly as possible to clean up as much as possible the collaborative
annotation.

6 Analysis

32 teams participated to the 2007 TRECVID collaborative annotation effort
and produced a total of 711566 annotations. Table 1 gives some statistics on
these annotations. “Pass 1”, “Pass 2”, “Pass 3” and “Pass 4” corresponds to the
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Table 1. Annotation statistics by pass, average on all concepts

Annotated % Annotated Negative Skipped Positive % Positive

Pass 1 641223 82.7 578299 13163 49761 7.76
Pass 2 46864 6.05 11904 7478 27482 58.6
Pass 3 21987 2.84 9383 4040 8564 39.0
Pass 4 1492 0.19 324 940 228 15.3

Synthesis 641223 82.7 578683 15348 47192 7.36

number of annotations that were done respectively at least once, at least twice,
at least three times and at least four times for a given key frame × concept.
The “Synthesis” correspond to the global annotation when a “majority” rule is
applied if there is more than one annotation for a key frame × concept.

Table 2 indicates the frequency of the concepts in the collection. These figures
come from incomplete data and this may cause a bias. Thanks to the active
learning approach and to the fact that 75-90% of the corpus has been annotated,
the bias is expected to be negligible except for the most frequent concepts like
“Face” or “Person”.

Table 2. Frequency of concepts (in percent)

Flag-US 0.06 Maps 0.60 Military 2.31 Crowd 8.56
Prisoner 0.15 Mountain 0.65 TV-screen 2.99 Walking Run. 9.69
Weather 0.18 Truck 0.67 Car 3.68 Urban 9.70
Explosion Fire 0.24 Court 0.73 Studio 4.22 Building 12.1
Natural-Disaster 0.25 Snow 0.75 Meeting 4.42 Vegetation 14.3
Airplane 0.30 Police Security 1.40 Animal 4.63 Sky 17.4
Bus 0.30 People-Marching 1.43 Waterscape 5.07 Outdoor 39.3
Desert 0.35 Sports 1.50 Road 5.92 Face 56.3
Charts 0.60 Boat Ship 1.58 Office 7.25 Person 72.4

Median 1.95 Average 7.36

The annotation finally reached a level of about 82% in average varying from
about 75 to 90% depending upon the concepts, some having been more often
multiply annotated than others. Figure 4 shows how the collaborative effort was
spread over time. Horizontal units correspond to the days of May 2007 between
1 and 31 included and extrapolated outside. The effort started slowly with only
the organizers (LIG) participating in order to control the size of the first active
learning steps and to keep them small for an efficient start. Other users were
asked to participate after a few days and to do their main effort during the
following 15 days. Additional teams joined from time to time afterwards and
contributed with a small but sustained effort which was mainly used for cleaning
up the collaborative annotation with double and triple checks of suspect or
inconsistent annotations.
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Fig. 4. Daily annotations in the collaborative annotation project (GMT time, May
2007 days)

Evolution of the number of positive samples found with the fraction of an-
notated samples gives idea of the reduction of effort provided by active learn-
ing method. Figure 5 shows this evolution (average for all concepts) for the
TRECVID 2007 collaborative annotation. The prediction of what would have
been the case for a random or sequential scan is shown as the diagonal. The
shape is similar and the scale of the active learning effect is comparable. Three
particular behaviors can be observed though the effects are small:

– Near the origin, at about 0.015, an increase in the finding rate is probably
due to the activation of the “neighborhood sampling” strategy.

– After 0.25, an increase in the finding rate is probably due to the closing of
the “cold start”. Before this point, active learning uses a mix of 2005 and
2007 data; after this point, it uses only 2007 data.

– After 0.40 an increase in the finding rate is probably due to the inclusion of
text feature in the classification system.

Though all these events have small effects of the overall finding rate, they may
have larger effects for individual concepts. This is the case for example for the
“Prisoner” concept when text features are included.

Figure 5 only shows the general trend of the evolution of the positive annota-
tions with the total of annotations but this evolution is highly variable according
to the considered concept. Figure 6 shows a superposition of the same curve for
each of the 36 target concepts. The active learning effect is visible everywhere
but it is more important for some concepts and sometimes more important in
different regions.

Some effect linked to the fact that the cold start was done using a different
collection can be observed. For instance, in the “Court”, “Charts” and “Studio”
concepts, the visual aspect is quite different in both collections and the active
learning has first a negative effect (less positive samples are found than what
a random choice would provide) and then, when a few are finally encountered
(possibly by chance) the effect becomes positive and quite strong. In figure 6,
the first and second curves close to the upper left corner have these behavior
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Fig. 5. Evolution of the fraction of positive samples found with the fraction of anno-
tated samples; comparison between active learning and random annotation, all concepts

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1
 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

Fig. 6. Evolution of the fraction of positive samples found with the fraction of anno-
tated samples for the 36 concepts individually

and correspond respectively to “Court” and “Studio” concepts. Furthermore,
we observe some “step” shapes for some concepts, this effect typically happens
for some visually heterogeneous concepts. When a positive sample is found, the
system possibly finds many others positives in his temporal neighborhood. In
figure 6, the lower curve corresponds to the “Prisoner” concept.

In order to study the benefit provided the quality and diversity of the sam-
ples selected by the active learning process, we computed classification of the
test set with several fraction of the learning set from 5% to 90%. Figure 7
shows the evolution of the Inferred Average Precision (IAP) (average for the
20 concepts selected by TRECVID2007 for evaluation) with the number of an-
notated samples. The experiment has been conducted with two different sys-
tems: one from LIG wich is close to the one used for active learning during the
annotation process and another from Helsinki University [6]. For the LIG sys-
tem, it appears that the most useful samples are quickly selected: classification
based on the 15% first annotated samples gives satisfying performance, while the
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Fig. 7. Evolution of the mean of IAP of the 20 evaluated concepts with the fraction of
annotated samples

classification based on the 35% first annotated samples gives the best perfor-
mance. For the Helsinki University system, the best performance is reached
slightly afterwards when about 50% of the samples have been annotated.

7 Conclusion

We organized the collaborative annotation of the High Level Features (HLF)
in the development set of TRECVID 2007. These annotations have been used
by the TRECVID 2007 participants to train their systems for the HLF extrac-
tion task. The annotation system is web-based and takes benefits of the Active
Learning approach. This system allows participants to simultaneously get the
most useful information from the partial annotation and significantly reduce the
annotation effort relatively to previous collaborative annotations. We described
the principles and the organization of this project and the lessons learnt from
it. Previous experiments indicated that annotating only 20 to 30% of the de-
velopment set would not hurt the systems’ performances if these are carefully
chosen. A similar behavior in the finding rate of positive samples was observed in
the TRECVID 2007 collaborative annotation. While the development collection
of TRECVID 2007 was quite small compared to the TRECVID 2003 and 2005
development collections, the benefits of the active learning approach for corpus
annotation would be even more visible on a larger corpus to be annotated. Such
an annotation system would be valuable in other machine-learning based areas,
but not necessarily take benefit of the neighborhood sampling.
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[12] Quénot, G.: Computation of Optical Flow Using Dynamic Programming. In:
IAPR Workshop on Machine Vision Applications, November 12-14, 1996, pp. 249–
252 (1996)

[13] Smeaton, A.F., Over, P., Kraaij, W.: Evaluation campaigns and trecvid. In: MIR
2006: Proceedings of the 8th ACM international workshop on Multimedia infor-
mation retrieval, pp. 321–330. ACM Press, New York (2006)

[14] Snoek, C.G.M., Worring, M., Hauptmann, A.G.: Learning rich semantics from
news video archives by style analysis. ACM Trans. Multimedia Comput. Commun.
Appl. 2(2), 91–108 (2006)

[15] Volkmer, T., Smith, J.R., Natsev, A.P.: A web-based system for collaborative an-
notation of large image and video collections: an evaluation and user study. In:
MULTIMEDIA 2005: Proceedings of the 13th annual ACM international confer-
ence on Multimedia, pp. 892–901. ACM Press, New York (2005)

http://www.csie.ntu.edu.tw/~cjlin/libsvm


C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 199–210, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Use of Implicit Graph for Recommending Relevant 
Videos: A Simulated Evaluation 

David Vallet1,2, Frank Hopfgartner2, and Joemon Jose2 

1 Universidad Autónoma de Madrid, Madrid, Spain 
2 University of Glasgow, Glasgow, UK 

david.vallet@uam.es, {hopfgarf,jj}@dcs.gla.ac.uk 

Abstract. In this paper, we propose a model for exploiting community based 
usage information for video retrieval. Implicit usage information from a pool of 
past users could be a valuable source to address the difficulties caused due to 
the semantic gap problem. We propose a graph-based implicit feedback model 
in which all the usage information can be represented. A number of 
recommendation algorithms were suggested and experimented. A simulated 
user evaluation is conducted on the TREC VID collection and the results are 
presented. Analyzing the results we found some common characteristics on the 
best performing algorithms, which could indicate the best way of exploiting this 
type of usage information.  

1   Introduction 

In recent years, the rapid development of tools and systems to create and store private 
video enabled people to build their very own video collections. Besides, the easy to 
use Web applications such as YouTube and Google Video, accompanied by the hype 
produced around social services, motivated many to share video, leading to a rather 
uncoordinated publishing of video data. Despite the ease with which data can be 
created and published the tools that exist to organise and retrieve are insufficient in all 
terms (effectiveness, efficiency and usefulness). Hence, there is a growing need to 
develop new retrieval methods that support the users in searching and finding videos 
they are interested in. However, video retrieval is affected by the semantic gap [5] 
problem, which is the lack of association between the data representation based on the 
low-level features and the high-level concepts users associate with video.   

One promising approach taken from the textual domain is the integration of 
relevance feedback to improve retrieval results. However, as in text retrieval, giving 
explicit relevance feedback is a cognitively demanding task and can affect the search 
process. A solution is to take implicit relevance feedback into account. However, 
which of these feedback possibilities in video retrieval are positive indicators about 
the relevance of a result has rarely been analysed. 

In this paper, we are interested in using implicit relevance feedback from previous 
users of a digital video library to form a collaborative model of user behaviour, 
helping users find results which match their information need. We believe that the 
combined implicit relevance feedback of a larger group can be used to provide users 
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with positive recommendations. Although part of the data used in our evaluation 
comes from a user study, our main interest was evaluating a relatively high number of 
recommendation algorithms, which made the possibility to extend the user study to all 
the algorithms highly costly. Our evaluation required the possibility of being 
repeatable, allowing the study of different variables within a reasonable amount of 
time. Therefore, we introduce an approach of analysing implicit relevance feedback 
mechanisms based on a simulation-based evaluation. 

The remainder of the paper is structured as follows. A brief summary of related 
work on implicit feedback applied to Multimedia Information Retrieval (MIR) and 
simulation-based evaluation is presented in section 2. Section 3 introduces a graph-
based implicit pool representation, along with different recommendation strategies 
and subsequently in section 4, we describe the simulation based evaluation 
methodology. Section 5 will discuss the simulation results and will conclude in 
section 6 with some final thoughts. 

2   Background 

2.1   Implicit Feedback in Multimedia Information Retrieval 

Deviating from the method of explicitly asking the user to rate the relevance of 
retrieval results, the use of implicit feedback techniques helps learning user interests 
unobtrusively. The main advantage is that users are relieved from providing feedback. 
While the techniques have been studied intensively in the textual domain [7], rarely 
anything is known in the multimedia domain. Hopfgartner and Jose [4] identified 
various implicit indicators of relevance in video retrieval when comparing the 
interfaces of state-of-the-art video retrieval tools. They introduced a simulation 
framework to analyse the effect of implicit relevance feedback in video retrieval, 
concluding that the usage of implicit indicators can influence retrieval performances. 
However, which of these implicit measures are useful to infer relevance has rarely 
been analysed in detail. Kelly and Belkin [6] criticise the use of display time as 
relevance indicator, as they assume that information-seeking behaviour is not 
influenced by contextual factors such as topic, task and collection. Therefore, they 
performed a study to investigate the relationship between the information-seeking 
task and the display time. Their results cast doubt on the straightforward interpretation 
of dwell time as an indicator of interest or relevance.   

Usage information from a community of previous users can aid multimedia 
information retrieval. Usage information in the form of click-through data has been 
exploited [1].  When a user enters a query, the system can exploit the behaviour of 
previous users that issued a similar query. In this work, we are interested in 
approaches regarding MIR and graph-based representations of usage information. 
White et al. [10] introduced the concept of query and search session trails, where the 
interaction between the user and the retrieval system is seen as a path that leads from 
the first query to the last document of the query session or the search session  
(i.e. multiple queries). They argue that the last document of these trails is more likely  
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to be relevant for the user. In our approach, we adopt this introduced concept of 
search trails. Furthermore, we are interested in representing and exploiting the whole 
interaction process. In video retrieval, the interaction sequence is a reasonable way to 
track the user’s information need. Craswell and Szummer [1] represent the 
clickthrough data of an image retrieval system as a graph, where queries and 
documents are the nodes and links are the clickthrough data. We adopt also a graph-
based approach, as it facilitates the representation of interaction sequences. While the 
authors limit the graph to clickthrough data, we propose to integrate other sources of 
implicit relevancy into the representation, as following [4].  

2.2   Simulation Frameworks 

In the de facto standard evaluation methodology known as Cranfield evaluation, users 
interact with a system searching for given search topics in a limited dataset. An 
analysis of recorded transaction log files and the retrieval results is then used to 
evaluate the research hypothesis. An alternative way of evaluating such user feedback 
is the use of simulated interactions. In such an approach, a set of possible steps are 
assumed when a user is performing a given task with the evaluated system [3,4 ,11].  

Finin [2] introduced one of the first user simulation modelling approaches. This 
“General User Modelling System” (GUMS) allowed software developers to test their 
systems in feeding them with simple stereotype user behaviour. White et al. [11] 
proposed a simulation-based approach to evaluate the performance of implicit 
indicators in textual retrieval. They simulated user actions as viewing relevant 
documents, which were expected to improve the retrieval effectiveness. In the 
simulation-based evaluation methodology, actions that a real user may take are 
assumed and used to influence further retrieval results. Hopfgartner et al. [3] 
introduce a simulation framework to evaluate adaptive multimedia retrieval systems. 
In order to develop a retrieval method, they employed a simulated evaluation 
methodology which simulated users giving implicit relevance feedback. Hopfgartner 
and Jose [4] extended this simulation framework and simulated users interacting with 
state-of-the-art video retrieval systems. They argue that a simulation can be seen as a 
pre-implementation method which will give further opportunity to develop 
appropriate systems and subsequent user-centred evaluations. In this work, we will 
use the concept of simulated actions, although we will simulate user actions based on 
the past history and behaviour of users, trying to mimic the interaction of past users 
with an interactive video retrieval system. 

3   Implicit Graph Recommendation Approaches 

In this section, we present a set of recommendation algorithms on the graph 
representation. The approaches have been adapted to exploit the implicit graph, 
introduced in this section. The implicit graph models the historical data of interaction 
across all users and sessions. The main two characteristics of this graph model are 1)  
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the representation of all the user interactions with the system, including the interaction 
sequence and 2) a scalable aggregation of the implicit information into a single 
representation. The implicit graph facilitates the analysis and exploitation of past 
implicit information, resulting in a model that is easy to build on top of different 
recommendation algorithms. 

3.1   Implicit Graph Representation 

The representation of the implicit graph can be seen in two different layers: the first 
one, a Labelled Directed Multigraph (LDM), gives a full detailed representation of the 
implicit information, and the second, a Weighted Directed Graph (WDG), is inferred 
from the previous, simplifying the interpretation of the LDM. It is on top of the WDG 
where the different recommendation rankings will be defined. Note that the WDG is 
not dependent on the LDM, and can be computed directly.  

A user session s can be represented as a set of queries ܳ௦, which were input by the 
user, and the set of multimedia documents ܦ௦ the user accessed during the session. 
Queries and documents are therefore the nodes ௦ܰ ൌ ሼܳ௦   ௦ሽ of our graphܦ
representation ܩ௦  ൌ ሺ ௦ܰ, ሻܩ௦ሺܣ ௦ሻ, in which the arcs are the set of actionsܣ ൌ൛݊, ݊, ܽ, ,ݑ  performed an action of type a ݑ the user  ,ݐ ൟ indicating that, at a timeݐ
that lead the user from node ݊ to node ݊, and ݊, ݊ א ௦ܰ . Note that  ݊   is the object 
of the action and that actions can be reflexive, for instance when a user clicked to 
view a video and then navigate through it. Actions types depend on the kind of 
actions recorded by the video retrieval system, like clicking, playing for an interval, 
navigating through the video or browsing to the next keyframe etc... Links can 
contain extra associated metadata, as type specific attributes, e.g. length of play in a 
play type action. The graph is multilinked, as different actions can have same source 
and destination nodes. All the session-based graphs are aggregated into a single graph ܩ ൌ ,ሺܰܩ ܰ ,ሻܣ ൌ ڂ ௦ܰ௦ ܣ  , ൌ ڂ ௦௦ܣ  which can be seen as an overall pool of 
implicit information. 

In order to enable the exploitation of the previous representation by the 
recommendation algorithms, we simplify the LDM by using no-labelled weighted 
links and collapsing all links interconnecting two nodes into one. This process is done 
in two steps: the first step computes a weighted graph ܩ௦ ൌ ሺ ௦ܰ, ௦ܹሻ that represents 
the user interactions during a single session. Links ௦ܹ ൌ ൛݊, ݊,wୱൟ  indicate that at 
least one action lead the user from node ݊ to ݊. The weight value wୱ represents the 
final relevance value calculated for node ݊,, its local relevance ݈ݎ൫ ݊,൯. This value is 
obtained from the accumulation of implicit relevance evidences, given by the function   ݈ݎሺ݊ሻ ൌ 1 െ ଵ௫ሺሻ , where  ݔሺ݊ሻ is the total of added weights associated to each type 

of action in which node n is object of. This subset of actions is defined as ܣ௦ሺܩ௦, ݊ሻ ൌ൛݊, ݊, ܽ, ,ݑ หݐ ݊ ൌ ݊ൟ, א ݊ ௦ܰ. The x(n) weights are natural positive values returned 
by a function  ݂ሺܽሻ: ܣ ՜ Գ , which returns higher values as the action are understood 
to give more evidence of implicit relevance. For instance, a user navigating through a 
video is a somehow good indication of implicit relevance. On the other hand, playing 
duration has proved to be a not as good indication [6], thus having a lower weight.  
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Fig. 1. Correspondence between the LDM (left) and WDG (right) representations 

This analysis on the impact of implicit feedback importance weights is based on a 
previous work by Hopfgartner et al. [4]. The accumulation of implicit relevance 
weights can thus be calculated as ݔሺ݊ሻ ൌ ∑ ݂אೞሺீೞ,ሻ ሺܽሻ. Figure 1 depicts an 
example of ܯܦܮ and its correspondent ܹܩܦ for a given session. 

In the second step all the session-based ܹܩܦs are aggregated into a single overall 
graph ܩ ൌ ሺܰ, ܹሻ, which represents the implicit relevance pool, as collects all the 
implicit relevance evidence  of all users across all sessions. The nodes of the implicit 
pool are all the nodes involved in any past interactions, ܰ ൌ ڂ ௦ܰ௦ , whereas the 
weighted links are a simple aggregation of the session-based values ܹ ൌ ൛݊, ݊, ݓ,ൟݓ ൌ ∑ ௦௦ݓ . These links represent the overall implicit relevance that users, which 
actions lead from node ݊ to ݊, gave to node ݊. Figure 2 shows an example of 
implicit relevance pool. 

 

Fig. 2. Typical graph structure, where some relevant nodes receive a large number of links 
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where p is the path between any node ݊ and node ݊, taking into consideration the 
link directionality. l is the length of the path (counted as the number of links), having 
a distance lower than a maximum length ܮெ. Finally, ߦ is a length reduction factor, 
set to 0.8 in our experiments.   

Query Destination. This algorithm is adapted from the work of White et al. [11] on 
query and search trails. White suggests that the last documents that a user visits within 
a search or query session has a high relevancy. We choose the query destination 
measure, which they proved that was best for explorative tasks (used in the evaluation 
process). The query destination value ranks by popularity the query trails’ 
destinations. In our own representation is defined as:  

,ݍሺ݀ݍ ݀ሻ ൌ ܵሺ݀, ሻݍ ·  ݓ ቮ  ൌ ݍ է ݀ ՜ ݀ ՜ ݊݀, ݀ א ௦ܦ , ݊ א ܳ௦ݓ א ሼ ݀, ݀, ሽݓ  
 

where S(d,q) is the tf.idf similarity measure between document ݀ and the last query ݍ א  ሺܳ௦ᇱሻ input by the user. Note that the links between documents in the WDGݐݏ݈ܽ
are essentially trail links, but we don’t limit these trails to clicks, but extended them 
with more types of actions. The popularity value is defined by the weight aggregation 
of all incident links within the paths of the different historical query trails defined 
between  ݍ and ݀. 

Random Walk. Craswell and Szummer [1] exploit the clickthrough data with a 
random walk algorithm.  The random walk computation will end, in theory, with a 
higher probability on those nodes that previous users found (implicitly) relevant after 
issuing the query (forward walk approach) or on those documents that represent the 
information need of the query  (backward walk approach). For this computation, a 
probability of going from node ݊ to ݊ is needed:  

௧ାଵ|௧൫݊ห ݊൯ ൌ ൝ሺ1 െ ሻݏ ܥ  ܥ ݇ ് ݆ൗݏ when ݇ ൌ ݆  
 

where ݏ is the probability of staying in the same node (set to 0.9) and the click count 
is ܥ ൌ ݓ א ሼ݊, ݊ ,  ሽ, thus taking into considerations the aggregation of implicitݓ
evidences. Using these probabilities, we compute a backwards random walk ݓݎሺݍሻ 
and a forward random walk ݓݎிሺݍሻ, ݍ א  ሺܳ௦ᇱሻ. Both random walks wereݐݏ݈ܽ
computed using 11 steps. 

4   Simulated User Behaviour for Interactive Retrieval Evaluation 

To analyse the performance of each recommendation methodology we had to 
construct a graph pool with implicit data from previous users and evaluate the 
performance of each recommendation algorithm. The graph pool was constructed by  
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monitoring the interaction of 24 users, mostly postgraduate students and research 
assistants, with a video retrieval system introduced by Urban et al. [9]. The 
participants’ group consisted of 18 males and 6 females with an average age of 25.2 
years and an advanced proficiency with English. Each of the users performed the 
same selection of four explorative tasks from TRECVID 2006 [8], spending 15 
minutes for each task. We decided to use those tasks that performed the worst in 
TRECVID, mostly due to their multifaceted and ambiguous nature, while still being 
quite specific, therefore being the most challenging for current multimedia retrieval 
systems. The four tasks were: 

• Find shots with a view of one or more tall buildings (more than four stories) 
and the top story visible (Task 1) 

• Find shots with one or more soldiers, police, or guards escorting a prisoner 
(Task 2) 

• Find shots of a group including at least four people dressed in suits, seated, 
and with at least one flag (Task 3)  

• Find shots of a greeting by at least one kiss on the cheek (Task 4) 

Our intention was to analyse if the recommendation algorithms are able to improve 
the performance of these difficult tasks. As advanced retrieval techniques such as 
search-by-concept of search-by-example did not perform well on these tasks within 
TRECVID, here implicit feedback could be a promising approach to aid users with 
their search. A post search questionnaire confirmed that the tasks were, in general, 
indeed perceived as difficult for the users, with a special mention for Task 4.  

We therefore constructed the implicit pool ܹܩܦ, which contained the interaction 
information of each user, including also noisy data, obtained from two training tasks 
which users performed for ten minutes each. Once we filled the implicit pool with the 
user data, a natural next step would be to use users to evaluate each system. However, 
having six different recommendation strategies makes this evaluation step too costly 
in both time and human resources. Instead of this, we opted to create a simulation 
framework that used the statistical data mined from the original 24 users. Using this 
data, we simulated users that interact with a hypothetical extension of the original 
retrieval system, with the addition of both query and video recommendations.  

The evaluation system thus simulates a user interacting with this extension of the 
original video retrieval system and receiving recommendation from the evaluated 
algorithm. We used the statistical information from the 24 training users in order to 
simulate probabilities of the user performing certain types of actions. A new 
interaction was added: selecting a recommended query. In order to evaluate the 
recommendation algorithms, we made the following assumption: after a query is 
launched, users first review the five top recommended results before they continue to 
look into the query result set. Therefore, the five recommended results are added on 
top of the result set. Note that there are various recommendation approaches that can 
be updated as soon as new implicit information is obtained. However, in order to 
evaluate the algorithms evenly we choose to update the recommenda-tion by issued 
query. Table 1 shows the probability values obtained from the user study.  



 Use of Implicit Graph for Recommending Relevant Videos: A Simulated Evaluation 207 

Table 1. Probability and normal distribution measures for observed action types 

Action type Probability Action type      μ      σ 
Click relevant result 0.8 Navigation 0.5 2 
Click irrelevant result 0.2 Play duration (3 sec interval) 2 3 
Tooltip results1 0.8 Browsing near keyframes 0.25 1 

The simulation system, based on a system introduced by Hopfgartner et al. [3], 
simulates a user performing one of the four tasks, using ten interactions (i.e. queries) 
for each task, and interacting with ten documents per query, which were the averages 
observed during the user experiments. Given the generic recommendation algorithm ܽݎ, the steps of each interaction for task t  are as follows:  

1) With probability p୯ (fixed to 0.6 in our experiments) execute first 
recommended query q א raሺWDGୱᇱሻ , otherwise execute a random query q א Q from task t. 

2) Collect ൛top5൫raሺWDGୱᇱሻ൯, top20ሺquery resultsሻൟ as the result set of the 
interaction, and until the user has clicked ten results: 
• With probability pሺtooltip resultሻ tooltip result 
• With probability pሺclick|relevantሻ click result 
• If result clicked 

 Simulate browsing steps: N൫µሺbrowsingሻ, σሺbrowsingሻ൯ 
 Simulate navigation actions: N൫µሺnavigationሻ, σሺnavigationሻ൯ 
 Simulate playing duration: N൫µሺplayሻ, σሺplayሻ൯ 

The recommendation algorithm has access to the current session information, i.e. ܹܩܦ௦ᇱ. Therefore, the recommendation algorithms has access to the interaction 
sequence, the last input query and the last accessed documents. There is one exception 
with the query destination algorithm, which does not recommend queries, in this case 
the queries are always chosen at random. 

5   Experiments 

The simulations results are discussed in this section. Each recommendation strategy 
was simulated through 50 runs, which proved to be statistically relevant. Figure 3 
depicts the overall performance of each system, including the baseline system, which 
is a simulation with no recommendation whatsoever. The evaluation measure is the 
average of the P@N points for every run. Following an interactive evaluation 
methodology, we take as final result set the rank-based merge of the results sets for 
each of the 10 interactions, which include on top the first five recommended results.  

The recommendation strategy that overall appears to perform best is the query 
destination recommendation, followed by the interaction sequence and the forward 
random walk. One singular characteristic of the query destination approach is that the 
 

                                                           
1 In the retrieval system, when the user leaves the mouse on top of a result for one second, a 

tooltip appears showing the nearby keyframes for the video.  
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Fig. 3. Precision cut-off points for each recommendation strategy 

similarity between the last query and the recommended documents is taken into 
consideration, apart from the popularity measure.  The interaction sequence algorithm 
performance does highlight the importance of exploiting the search and query trails 
similarities. The random walk approach also exploits these trails. This could be the 
reason why the forward random walk performance is close to the interaction 
sequence. Surprisingly, the backward random walk has a sensible loss of performance 
against the forward approach, although Craswell and Szummer report the contrary. 
The poor performance of the neighbourhood based strategies suggests that the link 
directionality has indeed to be taken into consideration, as well as the density of the 
paths that point from the node to its neighbours. 

Although the query destination performs the best on average, the results per topic 
show that the performance of each algorithm varies meaningfully for each task. 
Figure 4 shows the performance of this four recommendation strategies for each topic.   

Note that there is a different algorithm that performs better in the tree first tasks: 
query destination in Task 1, interaction sequence in Task 2 and forward random walk 
in Task 3. Finally, no recommendation approach was able to outperform the baseline 
in Task 4. The reason was probably that users showed an erratic behavior in this task, 
as they confessed a great difficulty on meeting the semantic of the task at hand with 
the videos’ textual metadata.  
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Fig. 4. Precision cut-off point for the best four strategies and the four evaluated tasks 

6   Conclusion 

In this work, we have explored the exploitation of community usage feedback 
information to aid users in difficult video retrieval tasks. The presented integrated 
model includes an efficient and scalable way of representing this past information 
and, even more important, eases the use of any desired recommendation strategy. The 
implicit graph representation has proven to facilitate the analysis of the diverse types 
of implicit actions that a video retrieval system can provide, thus allowing an easy 
extension. In addition, an evaluation framework is introduced, of which the main goal 
is to facilitate evaluation of new recommendation strategies.  

Using the presented evaluation framework, we have reported a set of experiments 
on different recommendation approaches, either created by us, or adapted from related 
work. We have observed that the performance of each evaluated strategy varied 
significantly with each specific task, indicating that there could be different 
complementary approaches for video retrieval recommendation. The use of the 
overall popularity of the document, the exploitation of interaction trails and taking 
into consideration the last submitted query were some of the characteristics of the 
evaluated recommendation strategies that performed the best.  
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Abstract. We present the results of experiments using terms from citations for
scientific literature search. To index a given document, we use terms used by cit-
ing documents to describe that document, in combination with terms from the
document itself. We find that the combination of terms gives better retrieval per-
formance than standard indexing of the document terms alone and present a brief
analysis of our results. This paper marks the first experimental results from a new
test collection of scientific papers, created by us in order to study citation-based
methods for IR.

1 Introduction

There has been a recent resurgence of interest in using citations between documents.
However, while the potential usefulness of the text used in association with citations
has been noted in relation to, e.g., text summarization [1,2], thesaurus construction [3]
and other tasks, recent work in IR has focused on statistical citation data, like citation
counts and PageRank-style methods, e.g., [4,5,6]. We test whether term-based IR on
scientific papers can be improved with citation information, by using terms from the
citing document to additionally describe (i.e., index) the cited document. This idea of
using terms external to a document for indexing, coming from a ‘citing’ document, is
also used in Web IR. Citations are quite like hyperlinks and link structure, including
anchor text, has been used to advantage in retrieval tasks [7,8]. In this comparable sit-
uation, Web pages are often poorly self-descriptive [9], while anchor text is often a
higher-level description of the pointed-to page [10].

We explore whether using terms from citations to a paper in combination with terms
from the paper itself can improve the retrieval performance achieved when only the
paper terms are indexed. Some work has been done in this area but no previous experi-
ments have used both citing and cited papers. Previous experiments have indexed cited
papers using terms from citing papers but no terms from the cited papers themselves:
Bradshaw used terms from a fixed window around citations [11], while Dunlop and van
Rijsbergen used the abstracts of citing papers [12].

In this paper, we first motivate our use of citations for term-based IR. Then,
Section 3 describes our experimental setup; in Section 4, we present and analyse our

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 211–221, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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hyperlink: The <a href=“http://www.google.com”>Google</a> search engine. . .

citation: “Dictionaries can be constructed in various ways - see Watson (1993a, 1995) for a
taxonomy of (general) finite-state automata construction algorithms.”

Fig. 1. Similarity between Hyperlinks and Citations

results, which show that using citation terms can indeed improve retrieval; Section 5
concludes and outlines future work.

2 Motivation and Related Work

There are definite parallels between the Web and scientific literature: “hyperlinks...
provide semantic linkages between objects, much in the same manner that citations link
documents to other related documents” [13]. However, there are also fundamental dif-
ferences. An important and widespread factor in the use of hyperlinks is the additional
use of their anchor text (i.e., the text enclosed in the 〈a〉 tags of the HTML document
(see Fig. 1)). It is a well-documented problem that Web pages are often poorly self-
descriptive [9]. Anchor text, on the other hand, is often a higher-level description of
the pointed-to page. Davison discusses just how well anchor text does this and provides
experimental results to back this claim [10]. Thus, beginning with McBryan [7], there
is a trend of propagating anchor text along its hyperlink to associate it with the linked
page, as well as that in which it is found (as in Fig. 2). Google, for example, includes
anchor text as index terms for the linked page [9].

Returning to the analogy between the Web and scientific literature, the anchor text
phenomenon is also observed with citations: citations are usually introduced purpose-
fully alongside some descriptive reference to the cited document (see Fig. 1). However,
no anchor text exists in scientific papers, unlike in Web pages, where there are HTML
tags to delimit the text associated with a link. The question is raised, therefore, of what
is the anchor text equivalent for formal citations. Bradshaw calls the concept referential
text, using it as the basis of his Reference-Directed Indexing (RDI), whereby a scientific
document is indexed by the text that refers to it in documents that cite it [11], instead
of by the text in the document itself, as is typical in IR. The theory behind RDI is that,
when citing, authors describe a document in terms similar to a searcher’s query for the
information it contains. Thus, this referential text should contain good index terms for
the document and Bradshaw shows an increase in retrieval precision over a standard
vector-space model implementation; 1.66 more relevant documents are retrieved in the
top ten in a small evaluation on 32 queries.

However, a number of issues may be raised with RDI. Firstly, it only indexes refer-
ential text so a document must be cited at least once (by a document available to the
indexer) in order to be indexed. Bradshaw’s evaluation excluded any documents that
were not cited and does not disclose how many of these there were. Secondly, referen-
tial text is extracted using CiteSeer’s citation context (a window of around one hundred
words around the citation). This method is simplistic: the terms that are definitely asso-
ciated with a citation are variable in number and in distance from the citation, so a fixed
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Indexing (RDI)
Reference Directed(2) (1) Term−based IR

QUERY: FSA construction algorithm

can be found in Watson (1995).

(Watson 1995).

taxonomy of...

...construction algorithm

...see Watson (1993a, 1995) for a

...variants of the KMP

(Watson 1995)

...state transitions...

...equivalence classes...

...finite automata construction algorithms...

...trie minimization...

...final state...

Taxonomies and Toolkits of Regular
Language Algorithms

Fig. 2. Use of citation terms in IR: how does (1)+(2) compare to just (1) or (2) alone?

window will not accurately capture the citation terms for all citations. In a much earlier
study, O’Connor noted the inherent difficulty in identifying which terms belong with
a citation [14] and Bradshaw too states the difficulty in extracting good index terms
automatically from a citation.

Dunlop investigated a similar technique with a different application in mind (i.e.,
retrieval of non-textual documents, such as image, sound and video files [12]). Dun-
lop’s retrieval model uses clustering techniques to create a description of a non-textual
document from terms in textual documents with links to that document. In order to es-
tablish how well descriptions made using the model represent documents, the method
was applied to textual documents, indeed, to the CACM test collection, where the links
between documents were citations. The experiment compared retrieval performance us-
ing the cluster-based descriptions against using the documents themselves; the cluster-
based descriptions achieved roughly 70% of the performance from using the document
content. Again, however, Dunlop did not measure the performance using the cluster-
based descriptions in combination with the document content.

Thus, there is a gap in the research: retrieval performance from using the combina-
tion of terms from citing and cited documents has not been measured. How will this
compare to using the document terms alone? How will it compare to using terms from
the citing documents alone? We could make these comparisons on the CACM collec-
tion of abstracts. However, a test collection with the full text of a substantial number of
citing and cited papers will allow broader experimentation, e.g., comparisons between
using the full cited paper versus the abstract alone. We previously introduced such a
test collection [15,16], since no existing test collection satisfies our requirements. The
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newswire articles in traditional collections do not contain citations. CACM contains
abstracts and the GIRT collection [17], likewise, consists of content-bearing fields, not
full documents. The earlier TREC Genomics collections consist of MEDLINE records,
containing abstracts but not full papers [18,19]. In the 2006 track, a new collection of
full-text documents was introduced but this was designed for passage retrieval for a QA
task, not document retrieval [20]. Our test collection allows us to conduct not only the
experiments we report here, but a wider range of experiments using different combina-
tions of information from citing and/or cited documents.

3 Experimental Setup

3.1 Data and Tools

Our test collection is centred around the ACL Anthology1 digital archive of Computa-
tional Linguistics (CL) research papers. The document collection is a ∼9800 document
subset of the archive; roughly, all documents published in 2005 or earlier, with non-
papers (e.g., letters to the editor, tables of contents) removed. Our query set consists of
82 research questions from CL papers, with an average of 11.4 judged relevant docu-
ments per query [16], such as:

– Does anaphora resolution improve summarization (based on latent semantic anal-
ysis) performance?

– Can knowledge-lean methods be used to discourse chunk a sentence?

The test collection was built using a methodology based on the Cranfield 2 de-
sign [21]. The principle behind the method is that research papers are written in re-
sponse to research questions, i.e, information needs, and that the references in a paper
are a list of documents that are relevant to that need. Thus, papers are a source of queries
(the research questions) and relevant documents (the references). For our queries, the
authors of accepted papers for two upcoming CL conferences were asked, by email, for
the research question or questions underlying their papers. By asking for queries from
recent conference authors, we aimed for a query set that is a realistic model of searches
that representative users of the document collection would make; genuine information
needs from many different people with many different research interests from across the
CL domain. They were also asked to make relevance judgements for their references.
Due to the relative self-containedness of the CL domain2, we expected a significant
proportion of the relevance judgements gathered in this way to be for documents in the
ACL Anthology and, thus, useful as test collection data.

Based on some analytical experiments [15], there were too few relevance judgements
at this stage; we executed a second stage to obtain more judgements for our queries. The
Anthology is too large to make complete judgements feasible. Therefore, we used the
pooling method to identify potentially relevant documents in the Anthology for each of
our queries, for the query authors to judge. First, for each query, we manually searched

1 http://www.aclweb.org/anthology/
2 We empirically measured the proportion of collection-internal references in Anthology papers

to be 0.33.
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the Anthology using its Google search facility. We then ran the queries through three
standard retrieval models, as implemented in the Lemur Toolkit3: Okapi BM25, KL-
divergence (both with relevance feedback using the existing relevant documents) and
Cosine similarity. We pooled the results from the manual and automatic searches, in-
cluding all manual search results and adding non-duplicates from each of the automatic
rankings in turn until fifteen documents were in the list. Our pool was very shallow
compared to TREC-style pools; our method relies on volunteer judges and therefore
we needed to keep the effort asked of each judge to a minimum. The list of potentially
relevant documents was sent to the query author, with an invitation to judge them and
materials to aid the relevance decision.

For the experiments in this paper, we index our documents using Lemur, specifi-
cally Indri [22], its integrated language-model based component, using stopping and
stemming. Our queries are likewise stopped and stemmed. We use the Cosine, Okapi,
KL-divergence and Indri retrieval models with standard parameters to test our method.
We also performed retrieval runs using KL4 with relevance feedback (KL FB). In each
run, 100 documents were retrieved per query; this is already far greater than the num-
ber of relevant documents for any query. For evaluation, we use the TREC evaluation
software, trec eval5.

3.2 Citation Method

We firstly carry out some pre-processing of the documents: we use methods based on
regular expressions to annotate the reference list, to identify citations in the running text
and to associate these with items in the reference list. This is a non-trivial task, for which
high precision methods have been developed independently [23]. Our approach is more
simplistic but nevertheless performs well: from a small study of ten journal papers, we
found and correctly matched 388 out of 461 citations with their corresponding reference
(84.2%). Errors mostly occur due to noise from the PDF to XML conversion.

Next, we use the reference information to identify which references are to documents
in the ACL Anthology; we extract terms from the citations associated with these refer-
ences to a database. Specifically, we use the tokeniser from a statistical natural language
parser [24] to segment the text into sentences, then extract all terms from the sentence
that contains the citation. Identifying which terms are associated with a citation is an
interesting problem, which we have discussed elsewhere [25]; our method is only one
of many possibilities and we do not claim that it is optimal. Our database contains terms
from over 23,000 citations to over 3300 papers. Finally, we add these terms to an XML
representation of the document before indexing. We build one index from the XML
documents alone and another from the documents plus citation terms. In order to in-
vestigate the effect of weighting citation terms differently relative to document terms,
we build separate indexes where the citation terms are added in duplicate to the XML
document, to achieve the desired weight. The method is resource-hungry, however, and
we investigate only a small range of weights in this way.

3 http://www.lemurproject.org/
4 We do not report results using Okapi with relevance feedback: the Lemur documentation notes

a suspected bug in the Okapi feedback implementation.
5 http://trec.nist.gov/trec eval/trec eval.8.1.tar.gz
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Table 1. Retrieval Performance With versus Without Citations (W = weight of citation terms.
Differences in bold are significant for p≤0.05 and those underlined for p≤0.01)

Retrieval MAP P(5) R-precision GMAP bpref
Model (W) W/out With p W/out With p W/out With p W/out With W/out With p
Okapi (1) .083 .084 .582 .110 .120 .251 .094 .098 .313 .004 .004 .218 .227 .118

(2) .084 .786 .127 .070 .103 .133 .005 .234 .018
(3) .085 .636 .127 .070 .108 .053 .005 .234 .016
(4) .084 .794 .129 .045 .104 .228 .004 .230 .130

Cosine (1) .140 .143 .454 .185 .188 .567 .141 .146 .223 .041 .046 .313 .328 .001
(2) .146 .148 .190 .418 .156 .002 .048 .333 .001
(3) .143 .528 .185 1.000 .156 .028 .048 .335 .001
(4) .146 .326 .190 .596 .155 .044 .049 .338 .001

Indri (1) .158 .172 .000 .254 .285 .001 .188 .199 .025 .056 .072 .366 .379 .014
(2) .176 .000 .298 .000 .210 .000 .077 .383 .005
(3) .180 .000 .305 .000 .213 .000 .080 .387 .006
(4) .182 .000 .302 .000 .220 .000 .082 .385 .019

KL (1) .166 .174 .026 .256 .273 .019 .192 .206 .028 .065 .074 .373 .379 .420
(2) .180 .003 .271 .159 .213 .003 .077 .387 .095
(3) .183 .001 .278 .072 .215 .006 .080 .389 .059
(4) .184 .004 .283 .070 .216 .006 .082 .393 .028

KL FB (1) .238 .250 .004 .332 .349 .090 .251 .264 .015 .157 .177 .483 .493 .199
(2) .259 .000 .346 .259 .268 .009 .189 .504 .020
(3) .263 .000 .349 .195 .279 .000 .195 .511 .008
(4) .267 .000 .354 .095 .282 .000 .199 .515 .006

There are alternatives to this weighting method: the Indri query language allows
terms to be weighted according to which part of the document they occur in. However,
this method can only be used with the Indri retrieval model; we cannot use weighted
queries to investigate the effects of citation term weighting on all models’ performance.
Furthermore, the two methods are not equivalent, in terms of document scoring and
ranking, for multiple reasons. Firstly, the weighted query method calculates scores us-
ing term statistics across individual fields, rather than across whole documents, as in
the case of unweighted queries. Thus, the ranking produced by a weighted query where
the fields are weighted equally and the ranking produced by its unweighted counterpart
on the same index will not necessarily be the same. Secondly, in the term duplication
method, the statistics for a given term will be different in each index, as it is altered by
the citation ‘weight’: there will be an additional occurrence of that term in the index for
every duplicate citation term that is added. This is not the case in the weighted query
method, where each citation term is added exactly once to the index. The differences
between these weighting methods opens the door for comparative experimentation be-
tween them; we intend to investigate this in the future.

4 Results and Analysis

Table 1 summarizes the results. In each row, we compare the performance of a given
retrieval model on the index without citation terms to its performance on one index with
citation terms (i.e., with a particular citation term weight). We consider the values of a
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range of standard performance measures and t-test for statistical significance of with-
versus without-citation performance; differences highlighted in bold are significant for
p≤0.05.

Performance is uniformly higher with citations than without, for all models, for all
measures, with the exception of two Okapi runs where GMAP is unchanged. The gen-
eral trend is for performance to increase as citation terms are weighted more highly.
Notably, the performance increases on all Indri runs for all measures are statistically
significant. All MAP and R-precision increases are significant for Indri, KL and KL FB.
Cosine and Okapi show the smallest and least significant performance increases. The
results for Okapi, in particular, do not appear to follow the trend of increasing perfor-
mance with increasing citation term weight. One possible explanation for this is that
the weights investigated here are too small to have any significant effect on Okapi’s
performance; in the comparable situation of Web IR, optimal Okapi performance has
been achieved by weighting anchor text as much as 35 times higher than Web page
body text [26]. This may also be the case for the Cosine model. Similarly, the narrow
range of citation weights does not show a plateau in the performance of any of the other
models. Further investigation is required to discover the optimal weighting of citation
terms to document terms.

To try to better understand the overall results, we studied in detail the retrieval rank-
ings for a few queries and observed the effects of adding citation terms at the indi-
vidual document level. We selected queries with the most marked and/or anomalous
performance changes. Judged relevant and irrelevant documents are denoted by R and
I, respectively; ? denotes an unjudged document.

Query #34. Given perspective, opinion, and private state words, can a computer infer
the hierarchy among the different perspectives?
{perspective opinion private state word compute infer
hierarchy perspective}

This query exhibits a drop in Okapi performance while the majority of the models’
performance increases or stays the same. Okapi’s MAP drops from 0.7037 to 0.5913,
while bpref, R-precision and P(5) are all unchanged. The pertinent ranking changes are
summarised as follows:

Doc ID Rel Rank Cits Query Terms in Doc+Cits
W03-04 LONG R 1→1 4 opinion 18+1, private 5+0, perspective 17+0, compute 1+0
C04-1018 R 2→3 4 opinion 23+0, private 86+0, perspective 4+0, state 93+0,

word 5+0, compute 1+0
P99-1017 I 3→4 4 private 8+0, perspective 2+0, infer 1+0, state 1+0, compute

1+0, hierarchy 1+0
W05-0308 ? 4→2 6 opinion 15+2, private 72+0, perspective 1+1, infer 1+0,

state 79+0, word 10+0, compute 2+0
W03-0404 ? 5→5 8 opinion 8+3, private 10+0, perspective 2+0, state 12+0,

word 48+0, compute 3+0, hierarchy 1+0
C90-2069 R 27→28 0 private 50+0, perspective 1+0, state 51+0, compute 4+0

The query has only three judged relevant documents in total (versus 16 judged ir-
relevant), all of which are retrieved both with and without citation terms. The relevant
documents are retrieved at ranks 1, 2 and 27 without citations and at ranks 1,3 and 28
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with citations, respectively. This accounts for the drop in MAP. The new document at
rank 2 is an unjudged document with six citations added to it, resulting in two additional
occurrences of the query term opinion and one of perspective in the with-citations in-
dex. This overtakes the relevant document previously at rank 2, which gains only one
opinion from its four citations. Because the document is unjudged, bpref is not affected.
Its title is ‘Annotating Attributions and Private States’, suggesting it might indeed be
relevant to the query, in which case MAP would increase (from 0.725 to 0.786) not
decrease. The relevant document at rank 1 has no citations in the database and, thus, no
new terms in the with-citations index. However, it has a high occurrence of the query
terms opinion, private and state, as well as some occurrences of other query terms, and
retains a high enough score to remain at rank 1. This document would not be retrieved
if only citation terms (and not document terms) were used for indexing. The one judged
irrelevant document in the top 5 is moved from rank 3 to 4 since its citations add no
query terms.

Therefore, it appears that the citations are, in fact, contributing useful terms and help-
ing relevant documents be retrieved. In the case of Okapi, however, the positive effects
are not shown by the evaluation measures, for several reasons: a) the movements in the
rankings are small because there are few citations for the judged documents, b) there
are very few judged relevant documents for the query and c) some of the (potentially
positive) effect of the citation terms affects unjudged documents, which affects MAP
negatively. Given the incompleteness of the judgements, it is likely that measures which
do not assume completeness, such as bpref, will be more reliable indicators of retrieval
performance.

Query #15. How can we handle the problem of automatic identification of sources of
opinions?
{handle problem automatic identify source opinion}

This query shows one of the largest increases in performance: the values of all mea-
sures increase (or stay the same) for all models. Considering Indri in detail, MAP
increases from 0.4492 to 0.5361, R-precision from 0.5263 to 0.5789 and bpref from
0.6645 to 0.8224. The number of relevant documents retrieved increases from thirteen
to sixteen, out of a possible nineteen in total. These newly retrieved documents largely
account for the overall performance increases, summarised as follows:

Doc ID Rel Rank Cits Query Terms in Doc+Cits
H05-1044 R →74 7 opinion 12+7, identify 12+4, source 0+3, automatic 4+2
P02-1053 R →81 40 opinion 6+5, handle 1+0, identify 1+6, source 1+0, automatic 2+7,

problem 2+1
W02-1011 R →87 31 opinion 7+1, identify 1+43, source 3+0, automatic 7+3, problem

14+2

Now considering Okapi, MAP increases from 0.0999 to 0.1028, bpref from 0.4934
to 0.5263 and eleven relevant documents are retrieved with citations, versus ten without.
The remaining measures remain unchanged. Again, the overall performance increase is
mainly due to the newly retrieved document:

Doc ID Rel Rank Cits Query Terms in Doc+Cits
W03-0404 R →93 8 opinion 8+3, identify 15+2, source 2+0, automatic 12+2, problem

2+0
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Thus, Okapi’s performance on this query does improve, following the trend of the
other models. However, its increase is somewhat smaller than that of the other models. If
this is generally the case, for queries with less marked performance increases than this
example query, in addition to queries such as #34 where Okapi’s performance drops
slightly, then it is unsurprising that the overall measured differences in performance
with and without citations are statistically insignificant.

Query #46. What is the state-of-the-art on semantic role labeling using real syntax?
{state art semantic role label real syntax}

This query shows a general increase in performance across measures and models,
with the exception that bpref drops for KL, KL FB and Cosine and stays the same
for Okapi and Indri. We consider the KL rankings in detail, where the decrease is the
most marked (0.6207 to 0.1034). This is accounted for by the fact that the one judged
irrelevant document for this query is retrieved at rank 10 with citations, whereas it was
previously unranked without citations, overtaking judged relevant documents:

Doc ID Rel Rank Cits Query Terms in Doc+Cits
C04-1100 I →10 9 state 0+1, semantic 0+7, role 0+3, label 0+1

Similarly, this document was retrieved at rank 64 by Cosine, where it was previously
unranked. Neither Okapi nor Indri retrieved the document, with or without citations, so
their bpref values do not change.

This is an example where the citation terms, again, have a definite effect on the
retrieved documents but this time result in an irrelevant document, as well as relevant
documents, being ranked higher. The citation terms that cause this do, indeed, match
the query terms. However, closer inspection of the citing sentences that the terms were
taken from reveals that they do not match the particular sense of the terms in the query,
e.g., one of the occurrences of the term role comes from the phrase to explore the role
of semantic structures in question answering. Indeed, the document is titled ‘Question
Answering Based on Semantic Structures’ and is not about semantic role labeling, the
topic of the query. This is an inherent danger in term-based IR and not a product of our
citation method: such semantic mismatches can occur with document terms as well as
citation terms.

5 Conclusions and Future Work

We have conducted some first experiments using the combination of terms from ci-
tations to a document and terms from the document itself to index a given document.
Performance, as gauged by a range of standard evaluation measures, generally increases
when citation terms are used in addition to document terms. Furthermore, performance
generally increases as citations are weighted higher relative to document terms. The
Okapi and Cosine retrieval models, as implemented in the Lemur toolkit, do not ap-
pear to follow this trend. It may be a characteristic of these models, however, that the
citation terms need to be weighted much higher relative to document terms than we
have investigated here: for Okapi, weights of up to 35 have been found to be optimal
for weighting anchor text relative to Web page body text, in the comparable situation
of Web IR. Likewise, our results do not allow us to surmise an optimal citation term
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weight for the Indri and KL retrieval models. We intend to investigate a wider range of
weights in future work. We also intend to investigate alternative methods of weighting
the citation terms.

These are the first reported experimental results from a new test collection of sci-
entific papers, created by us in order to more fully investigate citation-based methods
for IR. The relevance judgements are known to be incomplete; we have noted the def-
inite effects of this incompleteness on perceived retrieval performance, according to
measures such as MAP. It is likely that measures which do not assume complete judge-
ments, such as bpref, will be more reliable indicators of retrieval performance. Each of
the retrieval models investigated here shows a statistically significant increase in bpref,
when citation terms are added, for some citation term weight.

In conclusion, our experiments indicate that indexing citation terms in addition to
document terms improves retrieval performance on scientific papers, compared to in-
dexing the document terms alone. It remains to be seen what the optimal weighting of
citation terms relative to document terms is and what the best way of implementing
this weighting might be. It will also be interesting to investigate alternative methods of
extracting citation terms, e.g., how using citing sentences compares to using fixed win-
dows or more linguistically motivated techniques. Finally, we intend to compare against
the performance when only citation terms are indexed. This method, however, restricts
the documents that can be retrieved to those with at least one citation; we anticipate that
using both document and citation terms will be most effective.
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Abstract. Automatic extraction of domain-specific stopword list from
a large labeled corpus is discussed. Most researches remove the stopwords
using a standard stopword list, and high and low document frequencies.
In this paper, a new approach for stopword extraction based on the no-
tion of backward filter level performance and sparsity measure of training
data, is proposed. First, we discuss the motivation for updating exist-
ing lists or building new ones. Second, based on the proposed backward
filter-level performance, we examine the effectiveness of high document
frequency filtering for stopword reduction. Finally, a new method for
building general and domain-specific stopwords is proposed. The method
assumes that a set of candidate stopwords must have minimum informa-
tion content and prediction capacity, which can be estimated by a clas-
sifier performance. The proposed approach is extensively compared with
other methods including inverse document frequency and information
gain. According to the comparative study, the proposed approach offers
more promising results, which guarantee minimum information loss by
filtering out most stopwords.

1 Introduction

Stopwords or so-called common words, noise words or negative dictionary are
considered as non-predictive and non-discriminating words. They carry low in-
formation content, and cause a low retrieval rate and prediction results. In addi-
tion, stopwords make up a large portion of the textual data in text mining tasks,
where dimensionality is a critical issue.

Stopwords are grouped into two categories: general and domain-specific. The
first category includes those standard stopwords, which are available in the public
domain or non-standard stopwords which are generated inside information re-
trieval or text categorization systems[12,20,1,15]. In the second category, domain-
specific stopwords are recognized as a set of words which have no discriminant
value within a specific domain or context. Domain-specific stopwords differ from
one domain to another. For example, the term learning, can be a stopword in the
domain of education, but a keyword in computer science. The result of remov-
ing these terms, are similar to those of removing general stopwords that is an
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improved performance of the retrieval and categorization tasks. Domain-specific
stopwords have already been employed in areas such as physics, human resource
management[3], bioinformatics, and gene ontology[19].

Stopword reduction is achieved by a standard stoplist, a high Document Fre-
quency (high-DF) filtering, a term ranking scheme, or a combination of all three
methods[5]. Inspired by Zipf’s law, where the number of documents in the data
base is sufficiently high, the terms with high document frequencies are treated
as stopwords. However, this rule fails in most cases, including the one where the
documents are not uniformly distributed across the categories.

In this paper, a newly developed method is described for generating non-
standard and domain-specific stopwords. The drawback of previous methods,
which are based on document frequency, are outlined. Conventional term
ranking-based methods are evaluated by a proposed evaluation approach called
backward filter-level performance. Using this evaluation, we illustrate that the
behavior of term ranking measures for scoring relevant terms differs from that for
scoring the stopwords. According to the experimental results that are obtained
by applying the proposed method to six data sets, choosing the proper term
ranking measure for building stoplists depends on the data set characteristics,
including the sparsity measure.

The paper consists of six sections. Following the introduction, related works
are briefly reviewed in Section 2. In Section 3, stopword reduction methods
is discussed. Stoplist evaluation using backward filter-level performance is de-
scribed in Section 4. Section 5 includes experimental results and the discussion.
Conclusions are presented in Section 6.

2 Related Works

Although general stoplists, mostly for the English language, are available, the
need for automatically constructing stoplists has not been obvious to researchers
in text mining. The first initiative in stopword extraction has been accredited
to Van Rijsbergen in 1979 [22]. His stoplist is one of the most used ones in NLP
and information retrieval applications.

In [12], information gain ranking has been applied for stopword extraction.
The results have been compared with those of several document and term fre-
quency measures. Additionally, the extracted stopwords are evaluated in an in-
formation retrieval query processing task by using TREC collections. As we show
in this paper, the information gain ranking is not comprehensive enough for stop-
word extraction. Choosing the proper ranking measure depends significantly on
the data set characteristics.

To generate stoplists for web-specific documents, word entropy was employed
in [21]. Since the method is unsupervised, the generated stoplist is evaluated
by a web clustering scheme. In [20], the stoplist, generated by word entropy,
is optimized via a k-means clustering and stochastic search algorithm. In [8],
an association algorithm for producing stoplists, based on Receiver Operating
Characteristics (ROC) analysis, has been suggested.
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In [12,20], outdated stoplists and web influences are mentioned as the two
major motivations for the automatic extraction of the stoplists, there are also
some other reasons to develop stopword extraction algorithms.

Outdated Stoplists: Standard stoplists become quickly outdated. For example,
the first English stoplist was published in the 1970’s[22]. Obviously, over time
the usage of some popular words have changed, depending on social factors such
as technological and cultural shifts, media, and education. It is not surprising
that revising, updating and optimizing current stoplists are crucial[20].

Web Impact: Influenced by new technologies such as the Web and new com-
munication tools such as chat, and email, some new words have become more
common in daily English, for example, email, contacts, URL, and link [12].

Stoplist for non-English Text Retrieval: Most of the research on natural
language processing, information retrieval, and text categorization has been on
the English language text. Recently, stopword lists have been published for other
European languages. In [18], a general stoplist has been developed for French
text. There are still some languages without standard stoplists.

Domain-Specific Stopwords: For the automatic extraction of domain-specific
text mining and retrieval applications, we always need stoplists from the local
vocabulary of a corpus. Domain-specific stopwords have been manually extracted
in areas such as physics, human resource management[3], bioinformatics and gene
ontology[19].

Formal Language Text Mining: Recently, text mining and statistical ma-
chine learning have been applied to formal language texts such as software source
codes[13,6]. For instance, in software clustering[6], each function or procedure
is represented by a bag of words including reserved words, constants, variables,
and function calls. The first two elements are the noise and stopwords to be
removed. The identification of stopwords for various formal languages requires
an automatic extraction system.

Building Ontology: Hub words have been introduced in [9]. They are related
to many other words. Since one characteristic of stopwords is their correlation
with other terms, hub words are viewed as a subset of domain-specific stop-
words. Extracting hub words and building sub-domain vocabularies, also known
as terminology, is a baseline for learning ontologies.

3 Stopword Reduction Methods

Most text categorization systems perform a low and high document frequency
filtering (low-DF and high-DF). According to Zipf’s law, in a corpus of natural
language text, the usage frequency of any word is considered to be inversely
proportional to its frequency rank. In other words, in a vocabulary, only a few
words are very frequent, whereas the majority of words occur only once. Both
high frequent and low frequent groups carry some linguistic content, and typ-
ically facilitate the understanding of the meaning of the text. For text mining
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purposes both groups are removed, because they do not relevant enough to con-
tribute to the learning process.

Document Frequency (DF) is a measure that reflects the contribution of a
term in a document collection. It is assumed that all the terms in the vocabulary
have the same importance. This assumption does not always work, because from
a pragmatic point of view, the importance of the terms across the collection
and its categories varies. The second assumption in estimating DF is that all the
terms are uniformly distributed over the categories[11]. In other words, the DF is
biased to uniformly distributed terms across the categories, which means DF can
be potentially employed in stopword reduction. Since DF ignores the labels and
class information of the documents, it is an unsupervised scoring measure that
is widely used in text clustering. Each term is assigned a measure, representing
the number of documents, containing the term.

In the majority of text classification research, low-DF terms are removed from
the vocabulary. The threshold used for low-DF filtering varies from one to more
than ten, depending on the data sets. Those low-DF terms, which occur only once
in the collection, are called singletons. The singletons are sometimes considered
as stopwords. Removing low-DF terms dramatically reduces the vocabulary size,
but slightly reduces the sparsity measure. Low-DF terms include rare terms
or phrases, spelling errors, and those have no significant contribution in the
discriminating process of document category.

Inverse Document Frequency (IDF), which is one of the variants of the DF
ranking measure, is calculated by different formulations such as

IDF (tj) = log
n − ntj + 0.5

ntj + 0.5
(1)

where n is the number of documents in the training data set, and ntj is the
number of documents containing the term tj . IDF is widely used in removing
high frequent words, which are potentially considered as stopwords. For example,
in [4] stopword removal is performed by removing all the terms with DF ≥ n/2.
This rule fails in the case of domain-specific stopword reduction and data sets
with high class skew[4].

One alternative approach to extracting stopwords is to employ term rank-
ing methods, which have been widely used in text categorization[23]. All term
ranking methods are based on the following three components: (i) Calculating
the scoring measure as a merit index for each term; (ii) Sorting all the fea-
tures in decreasing order, according to their merit measures; and (iii) Applying
the threshold to the sorted list of the features. Some well-known term ranking
measures employed in this paper are as follows:

Information Gain (IG)[23]:

IG(tj) = −
C∑

k=1

P (ck). log P (ck) + P (tj)
C∑

k=1

P (ck|tj). log P (ck|tj) + (2)

P (t̄j)
C∑

k=1

P (ck|t̄j). log P (ck|t̄j)
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The χ2 Statistic[17]:

χ2(ti; ck) =
(ad − bc)2

(a + b)(c + d)(a + c)(b + d)
(3)

Odds Ratio (OR) [16]:

OR(tj , ck) =
odds(tj |ck)
odds(tj |c̄k)

=
ad

bc
(4)

F-measure Feature Ranking [5]:

F (tj , ck) =
2P (tj , ck).R(tj , ck)
P (tj , ck) + R(tj , ck)

=
2a

2a + b + c
(5)

where a = P (tj , ck), b = P (tj , c̄k), c = P (t̄j , ck), and d = P (t̄j , c̄k).

4 Evaluating Stoplists Using Filter-Level Performance

In previous stoplist generations [12,20], the information retrieval systems have
been used to evaluate the generated stoplist. In this paper, we use a text clas-
sifier to evaluate the extracted stoplists. In addition, this framework is em-
ployed to compare various extraction algorithms. The text classifier, employed
for the stoplist evaluation, must be a weak classifier, sensitive to the noise
and stopwords, and scalable and inexpensive as much as possible. The Rocchio
classifier, which is used in this research, can meet these requirements. For es-
timating the text classifier performance, the F-measure is employed. Typically,
F-measure is used for binary classification problems. In the case of multiple class
problems, micro-averaged and macro-averaged F-measures are recommended.
Micro-averaged F-measure is the weighted average of the F-measure by class
distribution. In macro-averaged F-measure, classes have no weights and all are
similarly treated. In uniformly distributed classes, both averages are the same.
Otherwise the macro-averaged F-measure is less than the micro-averaged F-
measure[4,5]. Due to this fact, a macro-averaged F-measure is adopted to esti-
mate the classifier performance.

Let V = {v1, v2, ..., vm} and Λ = {vm, vm−1, ..., v1} be the descendingly and
ascendingly sorted list of terms in the vocabulary according to a ranking measure
such as IDF such that v1 is the best and vm is the worst terms. Term selection,
based on term ranking, employs the best-k, k ≤ m, in which the first k terms of
V are retained and the others are removed. Obviously, for stopword extraction,
we can follow the worst-k rule that keeps the first k terms of Λ and rejects
the rest. By scaling k by m, which is the number of terms in the vocabulary,
filter-level q = k/m, 0 < q ≤ 1 is defined. The estimated performance of a text
classifier versus increasing levels of filtering is called the Filter-Level Performance
(FLP). Depending on employing whether best-k or worst-k rule, FLP is attributed
to a Forward or Backward FLP, respectively. In Forward FLP, the classifier
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Fig. 1. Two examples of FLP characteristic for WebKB data set, Mean(χ2) and IDF
depicted by solid and dashed lines, respectively, (a) forward, (b) backward FLP

performance is a function of filter levels when employing the vector V . On the
other hand, Backward FLP describes the classifier performance as a function of
filter levels using the vector Λ.

From the text categorization viewpoint, a set of terms F1 is more relevant
than a set of F2, if it offers a better classification performance. In the opposite
direction, a set of stopwords S1 is better than that of S2, if S1 offers less predic-
tion capacity or classifier performance. To express these two statements into an
unified expression, the Area Under FLP (AUF) is defined as follows:

A+
τ =

∑

0<q≤τ

J(Vq), A−
τ =

∑

0<q≤τ

J(Λq) (6)

where q is the variable filter-level, τ is the maximum threshold, and Vq (Λq)
is the best (worst) �q.m� terms of ordered set V (Λ) according to the forward
(backward) FLP. A+ (A−) is defined as forward (backward) AUF. Let J(vq) be
the estimated classifier performance by applying the set of terms Vq. By using
AUF, two term selection scheme can be easily compared. A better term selection
measure should posses larger AUF, whereas for a stoplist extraction, the best
ranking measure should have the least AUF. Figure 1 illustrates the forward and
backward FLPs of two ranking measures. According to Figure 1-a, we have:

AUF+(IDF ) > AUF+(Mean(χ2)) (7)

then IDF is slightly better than Mean(χ2) for choosing the most relevant terms.
On the other hand, in Figure 1-b we have:

AUF−(Mean(χ2)) < AUF−(IDF ) (8)

which means Mean(χ2) acts better than IDF while selecting stopwords.
With the FLP approach, the behavior of a ranking measure is analyzed and

compared with that of other measures. The key disadvantage of this approach is
that it requires a text classifier for estimating the FLP response. Although the
Rocchio classifier, employed in this paper, is simple and inexpensive, especially
for large vocabularies, obtaining FLP characteristics is challenging.
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Fig. 2. Classifier performance as a function of sparsity: (a) Rocchio, and (b) SVM

One alternative approach is to approximately estimate the classifier perfor-
mance without performing any classification task. Our idea is to analyze the
data set characteristics and to estimate the performance trend. The data set
sparsity is one of the appropriate data set characteristics, which, approximately,
describes the trend of classifier performance[5].

Sd = 1 −
∑n

i=1 Ni

m.n
(9)

where Ni is the number of distinct words in the ith document or the number of
non-zero entries in ith row of the document-term matrix. n and m are the number
of training data and the number of terms (the size of vocabulary), respectively.

Figure 2-a depicts the correlation between the backward FLP and sparsity for
Industry Sectors, 20 Newsgroup, and Reuters data sets. Each graph is the average
of 9, 000 experiments, including nine different ranking measures, 200 filter levels,
and 5 different distributions of the training data (by 5-fold cross validation). In
all the experiments, the Rocchio text classifier is used. These experiments are
performed with a different classifier to investigate the impact of the classifier
model on the correlation between the classifier performance and sparsity index.
Figure 2-b illustrates the correlation between the backward FLP and sparsity
for the data sets by the Support Vector Machine (SVM). Each graph is the
average of 1, 800 experiments, including 9 ranking methods, 40 filter levels, and
5 different distributions of the training data. To reduce the computation time,
we use a smaller number of filter levels for the SVM-based FLP.

According to Figure 2, the FLP response and sparsity measure are strongly
correlated. As a result, for the FLP analysis, instead of obtaining the classifier
performance, which can be expensive when sophisticated classifiers such as the
SVM are used, we can estimate backward FLP by adopting the sparsity of the
document-term matrix, associated with the training data, when the same filter-
level as FLP is applied as follows:

h(Vq) ≈ −log(Sd(Vq)), (10)
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Fig. 3. Filter level performance of the ranking methods for Reuters data set: (a) for-
ward, and (b) backward

where Sd(Vq) is the sparsity of the filtered document-term matrix in which filter-
level q is applied to reduce the number of terms.

5 Experimental Results

To evaluate the proposed framework, seven feature ranking measures are applied
to six data sets. The set of feature ranking methods includes: F-measure, IG,
Max(χ2), Mean(χ2), Max(OR), IDF, and Random. All classification experiments
and sparsity estimations are validated by a 5-fold cross validation schema.

Six document data sets have been used in this paper. Among them, four data
sets are well-known benchmark collections including Industry Sectors[14], 20
Newsgroups[7], Reuters[10], and WebKB[2]. The remaining two data sets includ-
ing Learning Object Metadata (LO Metadata) and Computer Science Abstracts,
have been created by the authors. The Learning Object Metadata (LO Meta-
data) have been collected from the Schoolnet Canada1. The collection contains
1, 525 learning object metadata classified into 31 categories. Computer Science
Abstracts have been also collected by the authors from CiteSeer Computer Sci-
ence Directory2. The collection contains 2, 912 documents in 17 categories. All
data sets are preprocessed by Porter stemmer.

Figure 3 illustrates forward and backward FLPs for Reuters data set with τ =
0.1 and 200 filter levels. With respect to the backward FLP responses (Figure 3-
b), it is evident that IDF offers the worst results compared to the other measures
and it cannot be the best ranking for stopword extraction. This experiment
challenges the use of high-DF filtering for stopword reduction. In addition, the
experiment indicates we cannot rely on IDF to filter out the stopwords, since, in
most cases, its backward FLP is usually higher than that of others. It is implied,
by IDF ranking among terms with lower ranks, there are still some relevant and
informative terms.
1 http://www.schoolnet.ca/home/e/resources/
2 http://citeseer.ist.psu.edu/directory.html
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Table 1. The area under FLP of the term ranking methods (forward-backward)

IG Max(χ2) Mean(χ2) Max(OR) F-measure IDF Random
Industry Sectors 6.61-1.50 6.51-1.32 6.30-1.45 6.41-1.07 6.50-1.26 6.09-1.84 2.98-2.98
LO Metadata 6.17-0.23 6.63-0.39 5.57-0.39 4.17-0.42 6.61-0.41 4.53-0.45 0.99-0.97
20 Newsgroups 9.09-2.31 9.09-1.27 9.04-1.35 8.12-0.83 9.09-1.31 8.99-3.21 2.69-2.17
Reuters 4.75-0.29 5.07-0.29 4.29-0.53 4.76-0.23 5.05-2.26 3.82-0.71 1.66-1.50
WebKB 2.27-0.51 2.32-0.49 2.29-0.52 2.36-0.49 2.33-0.49 2.310.56 1.64-1.47
CS Abstracts 4.381-1.50 4.21-1.20 4.23-1.15 4.28-0.97 4.23-1.20 4.11-2.25 2.32-2.43

The second point is the inconsistency of the behavior of the term ranking
measures in forward and backward filtering. In Figure 3-a the forward FLPs
are presented for all the ranking measures. The results in this figure are not
consistent with those in Figure 3-b, which exhibits the backward FLPs of the
ranking measures. In other words, a good ranking is supposed to assign not
only higher ranks to the relevant words but also lower ranks to the stopwords.
Table 1 summarizes the results for all data sets, describing the behavior of each
ranking measure by the forward and backward AUF measures (A+ and A−). In
Table 2, the rank of the ranking methods for each data set, with respect to their
forward and backward AUF, is presented. According to Table 2, the best ranking
measures for term selection (according to their Forward FLPs) are IG, Max(χ2),
F-measure, Max(χ2), Max(OR), and IG, for the six data sets, respectively. On
the contrary, the best ranking measures to extract and remove stopwords are
not exactly similar to those for term selection. The best ranking, in relation to
the data sets are Max(OR), IG, Max(OR), Max(OR), F-measure, and Max(OR)
which is different from term ranking results. This finding addresses the pitfall of
using term ranking methods to remove noise and stopwords.

To compare the proposed approach, which is based on an estimated backward
filter-level performance by using the sparsity measure, with other automatically
generated stoplists, the following experiment is set up. First, the stoplist, ex-
tracted by backward FLP characteristic, is considered as the baseline and opti-
mum list. It should be noted that for all methods, 10% of most irrelevant terms
are selected as stopwords. The stopword list by using the IDF ranking, a classical
approach, is also derived. Two well-appreciated term ranking measures, IG and
Max(χ2) [12] are also considered in the experiment. The optimum term ranking
measures, which are obtained by forward FLP, are also examined.

Finally, the stoplist is extracted by the estimated backward FLP by using spar-
sity. All the lists are compared with the baseline stoplist by using the F-measure.

Table 2. The data sets and the rank of term ranking measures (forward, backward)

IG Max(χ2) Mean(χ2) Max(OR) F-measure IDF Random
Industry Sectors 1,5 2,3 5,4 4,1 3,2 6,6 7,7
LO Metadata 3,1 1,2 4,3 6,5 2,4 5,6 7,7
20 Newsgroups 3,6 2,2 4,4 6,1 1,3 5,7 7,5
Reuters 4,4 1,3 5,5 3,1 2,2 6,6 7,7
WebKB 6,4 3,2 5,5 1,3 2,1 4,6 7,7
CS Abstracts 1,5 5,4 3,2 2,1 4,3 6,6 7,7
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Table 3. F-measure of extracted stoplists compared to the baseline stoplist

Sparsity Best Forward FLP IDF IG Max(χ2)
Industry Sectors 0.9170 0.9170 0.5034 1.0000 0.7823
LO Metadata 1.0000 1.0000 0.5416 0.6891 0.3750
20 Newsgroups 1.0000 1.0000 0.7529 0.9831 0.6092
Reuters 0.6494 0.6494 0.6381 0.9736 0.6494
WebKB 1.0000 0.7724 0.5241 0.9983 0.8589
CS Abstracts 1.0000 0.8751 0.6749 0.8751 0.5458

Table 4. Extracted stoplists using the proposed method

Industry Sectors LO Metadata 20 Newsgroups Reuters WebKB CS Abstracts
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According to Table 3, which illustrates the results of the comparison, the
sparsity-based estimation of the FLP provides the most stopwords that are
similar to the baseline stoplist. The IDF offers poor results compared to the
other methods. Adopting the best term selection method by the forward FLP
characteristic, and IG perform better than IDF, but they cannot outperform
the sparsity-based estimated backward FLP results. Table 4 presents a short
list of the first domain-specific stopwords, which are extracted by the proposed
approach by using sparsity measure.

6 Conclusion

Standard stoplists, which are used in information retrieval and text categoriza-
tion, are outdated. Automatically building stoplists are also required in applica-
tions such as domain-specific text mining, ontology generation, non-English text
processing, and formal language textual data mining. Conventional methods for



232 M. Makrehchi and M.S. Kamel

stopword extraction are based on removing the terms with low and high docu-
ment frequencies. In this paper, the risks of the document frequency approach is
discussed. For supervised stopword extraction, which uses labeled training data,
term ranking measures such as information gain and χ2 are employed. According
to the results in this paper, if a given term ranking can perform well for selecting
good features, the selection of poor features (stopwords) in the opposite direc-
tion, are not guaranteed. The reason is that term rankings behave differently,
whereas ranking relevant terms from scoring stopwords. This fact is studied by
introducing a new evaluation model, called the area under backward filter-level
performance (backward AUF).

Using the notion of backward FLP, we can identify the optimum term ranking
measure, which minimizes the prediction capacity of selected terms as candidate
stopwords. The novel optimum solution can extract the most irrelevant words
so-called the baseline stoplist. The major disadvantage of this approach is that it
employs a classifier to obtain filter-level performance. One alternative approach
is to use training data characteristics to estimate the classifier performance.
In this paper, we used the sparsity measure, after term selection, to predict
the trend of text classifier performance. According to the experimental results,
sparsity measure offers a good estimation of classifier performance. The result
of sparsity based estimation is almost better than other term ranking measures,
and entirely outperforms traditional inverse document frequency.
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Abstract. Through mass-digitization projects and with the use of OCR
technologies, digitized books are becoming available on the Web and in
digital libraries. The unprecedented scale of these efforts, the unique
characteristics of the digitized material as well as the unexplored possi-
bilities of user interactions make full-text book search an exciting area of
information retrieval (IR) research. Emerging research questions include:
How appropriate and effective are traditional IR models when applied to
books? What book specific features (e.g., back-of-book index) should re-
ceive special attention during the indexing and retrieval processes? How
can we tackle scalability? In order to answer such questions, we devel-
oped an experimental platform to facilitate rapid prototyping of a book
search system as well as to support large-scale tests. Using this system,
we performed experiments on a collection of 10 000 books, evaluating the
efficiency of a novel multi-field inverted index and the effectiveness of the
BM25F retrieval model adapted to books, using book-specific fields.

Keywords: Book search, multi-field indexing, BM25F, efficiency,
effectiveness.

1 Introduction

Libraries around the world as well as commercial companies like Amazon, Google
and Microsoft are digitizing thousands of books in an effort to enable online ac-
cess to these collections. For example, more than 100 000 19th Century books
previously unavailable to the public will go online thanks to a digitization pro-
gramme at the British Library. Online access to these old books, many of which
are unknown as few were reprinted after first editions, is believed to be of great
help to teachers and scholars. Other examples of digitization efforts include the
Virginia eText project1, which produces replacement copies of texts that are
1 http://etext.lib.virginia.edu/ebooks/
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deteriorating; and Project Gutenberg2, which has made around 20 000 books
available for the wider public since 1971. The world’s largest, university-based
digital library of freely accessible books is being created by the Million Book
project3 [9] lead by (among others) Carnegie Mellon University in the United
States. In December 2007, the project has completed the digitization of more
than 1.5 million books, which are now available online. The Open Content Al-
liance (OCA)4 is a major library initiative with 80 contributing libraries, which
is aimed at making the digitized materials broadly available through the Inter-
net Archive5. The pace of digitization has been greatly accelerated by Google’s
and Microsoft’s mass-digitization projects, which aim to create online digital li-
braries of tens of millions of volumes, accessible via their respective book search
services: Google Books6 and Live Search Books7.

Through digitization, a book is turned into a series of files representing the
pages of the book. With the application of OCR technologies the text of a book
is extracted, thus enabling full-text retrieval over collections of digitized books.
The application of standard IR techniques to this new domain, however, requires
closer examination.

The unique characteristics of the digitized material, combined with the spe-
cialised domain that books represent, raise a range of research questions. For
example, the scanning and OCR processes raise questions on how well tradi-
tional IR techniques will cope with such noisy data. Other issues are raised by
the sheer size of such collections, where each book in itself can span several
hundreds of pages. Add to this the size of the page image files that search en-
gines will need to return to a user. Questions regarding suitable infrastructure
for supporting the parsing, indexing, storage and access of books within such
collections need to be examined. It is also necessary to examine which book-
specific features (such as back-of-book index) should receive special attention
during indexing and retrieval. Consideration need to be given to the issues that
surround user’s interactions with search systems. These include questions on how
users may search for books and how they may navigate inside a book. These are
important questions as books are, by their nature, different from the traditional
notions of documents in IR. For example, books can vary widely in their genre,
size, and style. These factors will likely affect the way in which books are thought
of and used. User intent may be dependent upon the type of books. Users may
search for books to purchase or to locate information within and they are likely
to treat textbooks differently from novels [12].

While there are many more questions, in this paper, we aim to investigate
indexing and retrieval strategies that can, on the one hand, scale to the size of
large collections of books and, on the other hand, can exploit book specific fea-

2 http://www.gutenberg.org/
3 http://www.ulib.org/
4 http://www.opencontentalliance.org/
5 http://www.archive.org/
6 http://books.google.co.uk/
7 In US: http://search.live.com/results.aspx?mkt=en-US&scope=books
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tures. With this aim, we implemented a prototype system for book search, which
can be used as a test bed for investigating and developing indexing and retrieval
models for searching books. Based on this prototype system, we experimented
with various indexing strategies, and database and inverted index based storage
structures. We developed a novel inverted index structure, where multiple fields
(e.g., bibliography, headers, etc.) can be stored and searched efficiently. We also
studied the effectiveness of retrieval models such as BM25 and BM25F, investi-
gating how the structure of books (e.g., table of contents, back-of-book-index)
can be exploited to improve retrieval performance.

The paper is structured as follows. Section 2 gives a brief overview of our
prototype system. Section 3 reviews related works on indexing structures and
presents our novel multi-field inverted index. The retrieval models used in our ex-
periments are detailed in Section 4. Experiments evaluating the efficiency of our
index and the effectiveness of the BM25 and our book-specific BM25F retrieval
models are discussed in Section 5. We close with conclusions in Section 6.

2 System Overview

The two basic functionalities of any search system are the indexing and re-
trieval of documents. Other essential components include a user interface (front-
end) and a storage (back-end). Based on this modularisation, we designed our
book search experimentation system as an assembly of modular components (see
Figure 1(a)).

(a) Components of the Book Search System (b) Indexing architecture

Fig. 1. Book Search System

The User Interface Methods module includes both command line tools for
batch processing and graphical user interface tools for increased interaction and
control. The Parser module is a collection of data source specific methods for
processing the OCR input. During processing, the content of a book is separated
out into six streams (fields): table of contents, back-of-book index, bibliography,
headers, footers and body (any other content). The parser outputs the extracted
information, such as keywords, in a predefined format based on a chosen index
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structure. A member of the Indexer class of components then takes this out-
put and either creates an index in an SQL database or generates an inverted
file through the Storage Methods component. The Query Processor module exe-
cutes a ranking function, e.g., BM25 [10], implemented in Retrieval Models. The
output is either passed to the User Interface or stored in a file as a set of feature
vectors, which is then read by a neural net ranker via the External Tools layer.
Utilities are common libraries used by other modules, e.g., matrix for storing
feature vectors.

3 Indexing

The most widely used indexing mechanism in IR is an inverted index [15,8].
There are two main variants of inverted indexes, 1) a record-level inverted index
contains a list of documents and within-document frequency tf pairs for each
key (term),i.e., key → (doc id,tf); 2) a word-level inverted index in addition also
contains the positions of a key in the document, i.e., key → (doc id,tf,{p1,..}). For
efficient storage, compression methods are typically applied to reduce the size of
the index. Challenges are presented due to the continuous growth of the data to
be indexed, which calls for solutions to enable incremental updates [1]. Although
an inverted index structure, representing a simple pair relation between terms
and documents, is suitable for most IR applications, it needs to be extended for
more complex retrieval scenarios, such as enterprise search (see [4]) as well as
for book retrieval. In these domains, multiple sources of information need to be
considered, for which separate collection statistics have to be calculated. The
standard inverted index lacks the flexibility to cope with such applications.

Alternative mechanisms have been offered in the area of XML IR, which
deals with the retrieval of XML documents, where the structure of documents is
exploited to improve their retrieval. In order to support the retrieval of document
parts (e.g., passages or XML elements inside a document), the notion of an
“inverted document” has been extended to an “inverted element”. The index in
this case includes both content and structural information, for example, in the
form of XPaths [2]. Solutions include configurable indexing (e.g., [7]) and the
integration of inverted files and structure indexes (e.g., [6]). Similar studies have
been conducted in Web retrieval and enterprise search [11,3].

In this work, we experimented with two different ways of indexing: 1) a middle-
ware built on a database layer, and 2) a novel multi-field inverted index structure.
Figure 1(b) shows the relationship between the different indexes and the query
processor. The index adapter forms a logical layer between the physical data or-
ganisations and the retrieval models. It allows for switching between the database
and the inverted index. In the current paper, we will use the database index when
comparing the efficiency of our multi-field index, which is described next.

3.1 Multi-field Inverted Index

In order to store field-specific term frequency information for a number of dif-
ferent fields, we developed a novel multi-field inverted index by extending the
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traditional record-level index structure. An outline of the index structure is
shown in Figure 2. Note that it is also possible to extend a word-level index
structure the same way, which then enables phrase and proximity-based retrieval.

Similarly to the traditional inverted index, our multi-field index consists of
two parts: 1) a key index, and 2) a posting file. The key index is based on a hash
table, where a key unit stores an indexed term, the term’s document frequency
in the collection, and the offset of the corresponding posting list. For example, in
Figure 2, the index term “Abraham” occurs in 123 documents in the collection,
and the offset of its corresponding posting list is 12345. The key index is kept
in memory during indexing and retrieval. A posting file contains a number of
posting lists, where a posting list stores document id’s and within-document
term frequency (tf ) pairs, i.e., (doc id,tf), as well as field-specific tf s:

〈doc1, tfd1, tfd1f1, tfd1f2, · · ·〉, 〈doc2, tfd2, tfd2f1, tfd2f2, · · ·〉, · · ·

Here, tfd1 is the term’s tf in document d1, and tfd1fi is the field-specific tf in
document d1 ’s i-th field. For example, in Figure 2, the term “Abraham” in the
posting list at the offset of 12345 has a tf value of 100 in the whole document, a
tf of 80 in field 1, etc. The number in the header of a posting list indicates the
number of posting units it contains.

In order to cater for any number of fields, an additional infrastructure called
fields-map is added to the index header. A fields-map is a list of pairs:

〈field name1, f ield id1〉, 〈field name2, f ield id2〉, · · ·

For example, for our book search application, we have 〈body, 0〉 and 〈toc, 1〉.
The number of fields is specified when a new index is created. At retrieval

time, the fields-maps are loaded into memory and stored in a dictionary. A field-
specific tf value is retrieved by looking up the dictionary using the field’s name,
which is then mapped to the field’s id. The field id indicates the position of the
field-specific tf value after the within-document tf value in the posting unit.
For example, in the posting unit 〈doc1, 100, 80, 10, 2, 3, 4, 1〉, the field-specific tf
value of the field with id = 2 is 2 (counts from 0).

The construction of multi-field index consists of two phases: Insertion and
Merging. During the insertion phase, the posting units are created and appended
to their respective posting lists, held in memory. If the length of a posting list
reaches a predefined upper limit, the list is dumped to disk, and its address
is added to the associated key index. To prevent the process from running out
of memory, the posting lists are regularly dumped to disk. The key index is
also dumped to disk when memory usage reaches an upper bound. In addition,
malformed terms are also removed from the index. Once the insertion phase
completed and all documents have been parsed, the resulting index may contain
keys that are associated with many short posting lists. In order to optimize
retrieval, these short lists are merged into a single long posting list during the
merging phase. Figure 2(a) shows the configuration of the index before merging
and figure 2(b) shows its state after merging. Once the index construction is
completed, the in-memory key index is written to a file.
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(a) Before merging (b) After merging

Fig. 2. Multi-field inverted index

4 Retrieval Models

This section provides a brief overview of the BM25 and BM25F retrieval models
that we experimented with for our book search application. We trained the
parameters of both BM25 and BM25F by optimizing a smoothed approximation
to the evaluation measure of normalised discounted cumulative gain (NDCG) [5]
as used by LambdaRank [13] using gradient descent.

4.1 BM25

BM25 [10] is a 2-Poisson based retrieval function. The relevance status value
(RSV) score of a document calculated by BM25 is given as:

RSV :=
tf

k1B + tf
· idf, (1)

where tf is the within-document term frequency of the term, B = ((1−b)+b dl
avdl ),

k1 and b are free parameters, dl is document length, avdl is average document
length across the collection, and idf = log N−df+0.5

df+0.5 is the Robertson-Sparck-
Jones inverse document frequency weighting formula.

4.2 BM25F

BM25F [11] is an extension of the BM25 retrieval function, where a document
can be modeled as having a number of fields, where different fields may be of
different importance. For example, the title of a document may be one such field.
A term occurring in the title field then can be given higher importance to if the
term occurred in the body of the document.

In BM25F different weights wi are assigned to the different fields (i.e., reflect-
ing importance). Although the parameter k1 may also be chosen specifically for
the different fields, the study of [11] has shown that field-specific b is more useful.
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The definition of BM25F is given by (the subscript f indicates field-specific
variables):

RSV :=

∑
f wf

tff

Bf

k1 +
∑

f wf
tff

Bf

· idf. (2)

In our system, we choose a fixed k1 parameter, and used field-specific w and b
parameters (i.e., wf and bf ). The idf is the Robertson-Sparck-Jones weighting,
same as for BM25.

From the books in our collection, we extracted six fields (body, table of con-
tents, back-of-book index, header, footer and bibliography), thus for our exper-
iments we used BM25F with 13 parameters.

5 Experiments

In this section we report on the efficiency of the our multi-field indexing strategy
described in Section 3, and evaluate the retrieval effectiveness of the retrieval
strategies introduced in Section 4. With respect to the latter we are interested
to learn which of the features (fields) extracted from the books in our collection
lead to improved performance.

5.1 Test Collection

For our evaluation we use a subset of the test collection used at the Book Search
track of the INitiative for the Evaluation of XML Retrieval (INEX)8, launched
in 2007. This sub-collection consists of 10 000 out-of-copyright books (out of the
over 42 000 books in the INEX collection), totaling around 80GB. Each book is an
OCR file stored in djvu.xml format, and has an associated metadata file (.mrc),
which contains publication (author, title, etc.) and classification information
in MAchine-Readable Cataloging (MARC) record format. The average size of a
book OCR file is 8MB. The basic XML structure of a book (djvu.xml) comprises
the body of the book made up of individual pages, which include paragraphs
(could be a header, a section or a footer paragraph), lines and words as XML
tags.

For test queries, we used 211 queries extracted from the query log of a com-
mercial book search engine. These queries are similar to the topic titles used at
the TREC evaluation initiative [14]. The average query length is 2.1 terms.

Relevance judgements were again provided by the commercial search engine.
These judgements were made over a much larger set of books and were filtered
to only include relevance assessments for the 10 000 books included in our test
set. The relevance assessments were made by human judges along a four point
scale: Excellent, Good, Fair, and Non-relevant. There are a total of 3246 rele-
vant books in the collection. The average number of relevant books per query
is 18.5.

8 http://inex.is.informatik.uni-duisburg.de/2007/bookSearch.html
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(a) DB indexing time (b) MFII indexing time

Fig. 3. Indexing time

5.2 Efficiency

In this section, we test the efficiency of our multi-field inverted index and com-
pare it to the performance of our database index.

We run these experiments on a Windows Server 2003, with 4GB memory,
and a 3.6GHz Intel CPU. Figures 3(a) and 3(b) show the time required to build
the database and our inverted index, repectively. We can see that after 130
hours, the database approach has only indexed 15GB of data, whereas the multi-
field inverted index processed the whole collection (over 80GB) in 3 hours. The
resulting inverted index size is 5Gb (of which 22MB is the key index). More
importantly, however, the indexing time curve for the database appears to be
polynomial, whereas it is linear for our inverted index.

Next, we look at the retrieval performance of both the database and inverted
indexes. We randomly selected query terms with varying document frequencies
from the range of 10 to 9 000. As we can see in Figure 4, retrieval time already
reaches 20 seconds for df = 1000 for the database, while it only increases to 0.4
seconds at df = 9000 for our multi-field inverted index.

Fig. 4. Retrieval Time
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Retrieval models BM25, BM25F 1x Body, BM25F 1x TOC, BM25F 1x BOBI,
BM25F 1x Header, BM25F 1x Footer, BM25F 1x Bib,
and BM25F 6x

Query set bins Random-1, Random-2, Sequential, Shuffle, Round-Robin

Neural Net input Training: 3 bins, Validation: 1 bin, Test: 1 bin

Validation 5 folds, rotating bin allocation to training, validation and test sets

Fig. 5. Experimental Setup

5.3 Retrieval Effectiveness

Evaluation measure. We use as our primary metric the rank-based measure
of normalised discounted cumulative gain (NDCG) [5], which makes use of the
multi-level relevance judgements in our test collection. The measure works by
summing up gains associated with relevant documents along the ranking while
applying a discount function so that relevant documents retrieved later in the
ranking achieve less gain. The obtained score is then compared to the best possi-
ble DCG value derived from an ideal ranking in which a more-relevant document
always precedes a less-relevant document. The gains associated to the 4 grades
of relevance are: Excellent (15), Good (7), Fair (3), and Not-relevant. The rank-
based discount function is 1

log(1+j) for rank j.

Evaluation Setup. For our baseline retrieval, we used BM25 to retrieve a
ranked list of books estimated relevant to the 211 test queries. We then ex-
perimented with BM25F, where we considered evidence from six different book
parts (fields): body, table of contents (TOC), back-of-book index (BOBI), header
lines (Header), footer notes (Footer), and the bibliography (Bib). We investigate
what retrieval performance can be achieved based on the different fields alone
and when these are all combined.

As mentioned in Section 4, we train the parameters of BM25 (2 parameters) and
BM25F (13 parameters) with the neural net ranker, LambdaRank [13]. As input,
the neural net ranker requires a training set, a validation set, and a test set. To this
end, we first split the 211 queries into 5 bins in 5 different ways: 2 random, 1 round
robin, 1 shuffle (using hash value generated fromthe query string), and 1 sequential.
From the 5 bins, we used 3 bins for the training set and the remaining 1-1 sets for
validation and testing. We performed 5 fold validation, that is we repeated each
run rotating the selection of the bins into the training, validation and test sets.

In total, we run 40 experiments: 5 runs each for the retrieval functions of
BM25, BM25F with 6 of the individual fields and for all 6 fields combined.
Repeating the experiments 5 times (using the different methods for splitting the
211 queries, e.g., shuffle) aimed at reducing the effect of outliers in the results (for
example, caused by a cluster of badly performing queries). Figure 5 summarizes
the experimental setup.

Results. Figure 6 shows the results of our experiments, averaged over the 5
runs (using the different methods for splitting the set of 211 queries) per retrieval
method. The NDCG scores shown are for the queries in the test set, reporting
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retrieval strategy NDCG@1 NDCG@5 NDCG@10
BM25 55.22 (5.63) 55.1 (3.87) 54.57 (3.5)

BM25F 6x 60.24 (5.62) 57.68 (3.87) 56.71 (3.46)

BM25F 1x, Body 42.39 (5.65) 43.23 (3.96) 43.22 (3.66)

BM25F 1x, TOC 33.36 (5.22) 32.16 (3.44) 30.57 (2.97)

BM25F 1x, BOBI 22.51 (4.76) 19.15 (3.09) 17.51 (2.56)

BM25F 1x, Header 19.33 (4.42) 15.97 (2.71) 14.5 (2.3)

BM25F 1x, Footer 1.62 (1.47) 1.02 (0.67) 0.84 (0.57)

BM25F 1x, Bib 57.78 (5.71) 50.35 (3.88) 47.28 (3.37)

Fig. 6. Results

performance at ranks 1, 5 and 10, respectively. The values in brackets reflect
the error rate, where smaller numbers indicate more confidence in the reported
NDCG scores.

Looking at the BM25 results, we can see that it achieves a respectable score
based only on the full-text of the books without applying any special treatment.
The BM25F model which combines evidence from all our 6 fields does, however,
outperform BM25 in all our runs. This suggests that differentiating between dif-
ferent features (fields) and allowing these to be weighted differently does improve
retrieval effectiveness. The difference in performance is especially visible at the
top ranks. Some of the features considered here thus appear to have precision
enhancing qualities.

Comparing the results obtained for the single fields with BM25F, we can see
that the footer field is a rather poor indicator of relevance in this case (NDCG
scores of 0.84-1.62%). The highest scoring field is the bibliography (with 47.28-
57.78%). This would suggest that information contained in the bibliography
section of a book is one of the most important sources of evidence for estimat-
ing the book’s relevance. Although this sounds plausible and even intuitive, it
is doubtful that most books in a general collection will contain a bibliography.
While for most textbooks this may be true, for novels, it is most likely be not
the case. Taking a closer look at the raw document and term frequency statistics
extracted for the bibliography fields, we find a very sparse matrix with a few
‘lucky’ hits on relevant books. In addition, these hits get exaggerated by hav-
ing a tf value that equals the length of the field. Aside from these handful of
hits, the bibliography field also contains magnitudes more high impacting term
occurrences in non-relevant books. Despite this, at NDCG@1, it actually out-
performs our baseline BM25 model. Due to the sparseness of the data, we should
be cautious to draw firm conclusions though. It is interesting however that while
the sparseness issue also applies to the footer field, it affects performance rather
differently. This issue will require further and more detailed investigations in the
future. A further point to note is that bibliography has the largest variation in
performance scores across ranks 1,5 and 10, changing over 10%.

The body, which contains the majority of a book’s full text, achieves the
second highest scores (42.39-43.23%). Interestingly, the body field is the only
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one where the NDCG score at rank 1 is worse than NDCG at ranks 5 or 10. This
may suggest that, it is a less useful feature for improving performance at the very
top ranks. The body field is followed by the table of contents (TOC) field, which
achieves scores around 30-33%. This is somewhat of a surprise as we expected
that the chapter titles which form the entries in a TOC would provide strong
evidence for relevance and thus expected TOC to perform much better. A reason
for the low score is that only about 10% of the books in the collection have a
TOC. Genre-specific evaluation may thus yield better results in the future. The
back-of-book index (BOBI) is very similar to the TOC, although it performs
around 10% worse than the TOC. Just as with the TOC, only about 7% of the
books contain a BOBI. Retrieval using the header field alone achieves scores of
14.5-19.33%, where the best results is obtained at the top rank. One reason why
the header may not help as much as the TOC is that it quite often contains
noisy information. A lot of OCR errors occur in this field as page numbers are
often incorrectly recognised. Another reason is that the nature of the information
printed in the header will differ from book to book. Some books just repeat the
book title, sometimes alternating author names and the title on odd/even pages,
while others may print the chapter titles here, and so on.

One important lesson we learnt here is that taking into account book features
and combining these using BM25F appears to be a promising route to take to
improve retrieval effectiveness for books. However, we should be careful with our
choices of features that we build on and we may also need to consider genre-
specific selections.

6 Conclusions

In this paper we reported on an experimental book search system that sup-
ports both database and IR style index structures, enabling fast prototyping
and large-scale testing. We proposed a novel multi-field inverted index, which
enables separate fields (contexts) to be indexed individually. For example, the
table of contents or the back-of-book index of a book can be represented with
their own set of term frequency statistics and can be weighted independently.
These fields can then be combined using the BM25F retrieval model. We used a
neural net ranker, LambdaRank, to tune the parameter weights of BM25F.

The evaluation of our indexing and retrieval strategies were based on a test
collection of 10 000 books and 211 queries. Our novel multi-field inverted index
completed the index of the whole 80GB collection in 3 hours, achieving a linear
volume-time efficiency curve. The obtained retrieval effectiveness results showed
that BM25F outperforms the baseline BM25 strategy. In addition, we found that
the table of contents and the back-of-book index of books could be important fea-
tures for the retrieval of a given genre of books (e.g., textbooks). Although our
results showed that the bibliography field was the best performing feature, we will
need to further investigate the reliability of this finding in our future work.

In conclusion, the contribution of this paper were two-fold: We introduced
a novel multi-field inverted index and experimented with the BM25 family of
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retrieval models in a book retrieval task, where we identified a number of worth-
while features to investigate further. In particular, our findings indicate that
fielded retrieval is a suitable strategy to apply to collections of books. Addi-
tional fields that we expect to work well include book title, author information
and reviews.

Our future work will extend the range of studied retrieval models while also
exploring further static and dynamic features, such as term occurrence frequen-
cies extracted from related book reviews, metrics based on citation networks and
authority scores based on publisher and author reputations. We also intend to
study collections of books from a specific genre.
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Abstract. This paper reports on a usability evaluation of BoBIs (Back-of-the-
book Indexes) as searching and browsing tools in an e-book environment. This 
study employed a task-based approach and within-subject design. The retrieval 
performance of a BoBI was compared with a ToC and Full-Text Search tool in 
terms of their respective effectiveness and efficiency for finding information in 
e-books. The results demonstrated that a BoBI was significantly more efficient 
(faster) and useful compared to a ToC or Full-Text Search tool for finding 
information in an e-book environment. 

Keywords: E-book, Task-Based, BoBI, Book Index, Usability Evaluation. 

1   Introduction 

Typically, browsing a book or searching for specific content is accomplished via a 
ToC or a BoBI. In a digital or e-book environment these methods may be enhanced 
by hyperlink features and Full-Text Search tools. For instance, the California Digital 
Library Ebook Task Force [1] suggested that advanced search facilities (such as 
Boolean, truncation, proximity, etc.) should be incorporated in e-books. In general, a 
ToC provides information on the organisational structure of a book which may be 
skimmed to obtain some general ideas as to the book’s content. A BoBI, on the other 
hand, provides more specific information on relevant sections of text by pointing to 
key concepts discussed in the book. However, although a ToC helps readers to browse 
through a book it relies on the reader's ability to interpret the section headings 
contained in the ToC. Some advantages of a BoBI compared to ToC are that it 
organises the information in the book into an alphabetical structure, groups together 
information that is scattered through the book, distinguishes important topics from 
random occurrences of information, and provides cross-references to indicate 
preferred and related terms. 

In an e-book environment, we still need a BoBI even though we may already have a 
Full-Text Search tool. This is because a BoBI directly identifies significant topics in 
the book unlike a Full-Text Search tool which matches word strings specified by users. 
Previous research has found that users would like BoBIs to be incorporated in e-books 
[2-6] and this has been supported by the experiences of the Bureau of National Affairs 
in the United State. When the Bureau transferred its publications from paper to  
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CD-ROM they provided Full-Text Search tools for the electronic version of their 
publications but excluded BoBIs [7]. However users demanded BoBIs because they 
were very familiar with the tool and already knew how to use it, whereas a Full-Text-
Search tool required users to have a certain level of skill and experience in order to be 
able to use features such as Boolean operators (AND, OR, NOT) effectively. Some 
other challenges raised by Full-Text Search tools are that they require users to specify 
search terms that match the terminology used in the text while allowing for variations 
in terms of spelling, hyphenation and synonyms; they retrieve and, usually, rank all 
instances of the occurrence of sought terms which the reader must evaluate in terms of 
the relevance of retrieved sections of text by browsing a list of titles. 

The retrieval performance of BoBIs has been traditionally measured by researchers 
in terms of recall (the index finding ability) and precision (how well the index entries 
matched the text) [8]. With the emergence of the hypertext concept, and e-books that 
incorporated hyperlinks in BoBIs and ToCs, the issue of hypertext and e-book 
usability was introduced. Some studies such as [9-15] involved analysis of retrieval 
performance and user preferences between e-books or e-documents (with hypertext 
features) and printed books. However, the results of these studies are not directly 
comparable because of differences in the design of the usability tests (e.g. within 
subject-design or between subject design), the type of search tasks (e.g. fact finding or 
inference), the materials used in the evaluation (e.g. manuals, textbooks, or 
encyclopaedias), subject fields (e.g. chemistry or computer-based subjects), and 
participants (e.g. novice or computer experts) as well as interface and format issues 
(e.g. web or pdf versions). Therefore the study reported here may be considered 
significant based on the following factors: 

i. Testing was conducted using a within-subject design in which each participant 
was tested using each search tool (BoBI, ToC and Full-Text Search). Therefore 
each participant had experience of using every search tool. As a result they could 
provide more accurate responses on preferences and satisfaction through the 
interaction with the search tools. Other studies [12-14] only studied one of the 
search tools or let users choose the one with which they were most familiar.  

ii. The choice of e-books and search tools was randomly selected for each 
participant. This method was used to minimise the likelihood of users becoming 
familiar with the e-book content. 

iii. The study tested three different e-books from the information retrieval field. 
Previous studies normally used only one type of e-book for the evaluation and 
occasionally one book in several formats (such as [9, 12-14]). 

iv. The study involved 45 participants (students in a UK university) which is a 
relatively large number of participants compared to most previous studies (e.g. 
[13], [14] and [16]). 

2   Objectives 

This study was conducted with the following two main purposes: 

(i) To evaluate whether a BoBI is more effective, efficient and useful compared to 
a ToC and Full-Text Search tool for finding information in an e-book 
environment. 
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(ii) To measure users’ attitudes with respect to a BoBI, ToC and Full-Text Search 
tool for finding information in an e-book environment in terms of their 
preferences, levels of satisfaction and ease of use.  

There were six central hypotheses that ran through the usability evaluation: 

H1.1: A BoBI is more efficient compared to a ToC for finding information in an 
e-book environment. 
H1.2: A BoBI is more efficient compared to a Full-Text Search tool for finding 
information in an e-book environment. 
H2.1: A BoBI is more effective compared to a ToC for finding information in an 
e-book environment. 
H2.2: A BoBI is more effective compared to a Full-Text Search tool for finding 
information in an e-book environment. 
H3.1: A BoBI is more useful compared to a ToC for finding information in an e-
book environment. 
H3.2: A BoBI is more useful compared to a Full-Text Search tool for finding 
information in an e-book environment. 

3   Research Methodology 

This evaluation was carried out with subject-specific users. This was because it was 
assumed that the target population must have some knowledge of the subject field 
covered by the test collections and that they would also have reasonable and similar 
levels of the computer skills necessary to be able to perform a search task. The target 
population was MSc and research students in the Department of Computer and 
Information Sciences, at the University of Strathclyde and involved a total of 45 
respondents with 25 of them are male and 20 are female.  

This study employed a task-based and within-subject approach its evaluation 
design as elaborated below: 

3.1   Task-Based Approach 

Vakkari [17] highlighted that to characterise a search task in task-based information 
searching the following factors should also be taken into consideration: (i) The 
selection of search terms and operators in query formulation, such as the use of 
narrower terms, synonyms, and the use of Boolean operators such as AND, and OR; 
(ii) The search tactics employed, such as browsing, initial general search, and final 
specific search; (iii) The use of search support tools, such as query expansion for 
refining the query; and (iv) Relevance and utility judgements of information found, 
such as degree of relevance, usefulness, and precision. 

In addition, typical task that users would normally undertake when interacting with 
e-book are browsing, searching, analysing relevant contents, and so forth, depending 
on the purpose for consulting the book in the first place. This depends on factors such 
as: (i) The types of information users search for; for example, searching for individual 
facts, and searching for textual or non-textual information; and (ii) The selection of 
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search terms, such as whether users are cued by the questions that contain words in 
the text or headings. 

The task-based approach that was utilised in this study was based on the following 
characteristics: 

i. The types of information searched for. This involved searching for two types of 
information: specific facts and relevant content. Therefore two types of search 
task were involved: (a) Factual task. This was a straightforward question to find a 
specific piece of information in the e-book (e.g. “What are the definitions of the 
terms precision and recall as provided in this book?”); and (b) Analytical task. 
This was to identify relevant e-book content which would satisfy a query about 
an information need involving greater breadth. For example, “You are writing an 
essay about some methods and implementation of automatic classification. 
Which section(s) of this book discuss this topic? (Give the page numbers).” 

ii. The selection of search terms in the query formulation. This study hypothesised 
that the appearance in the BoBI and ToC of a term in the target information 
probably affects users’ search performance. Therefore three types of query were 
formulated: (a) A term in the target information appeared only in the BoBI; (b) A 
term in the target information appeared only in the ToC; and (c) A term in the 
target information appeared in both the BoBI and the ToC. 

iii. The use of search support tools. In this case three types of search tools were used 
(the BoBI, the ToC and Full-Text Search) with the intent of evaluating whether 
one was superior to any of the others. 

iv. Relevance judgements of information found. The relevance judgement of 
information is influenced by users’ perceptions of past experience, their present 
situation, their knowledge and their search goals. In this study, relevance was 
constrained by the above factors and also by a predetermined correct answers set 
constructed by an expert in the chosen subject fields 

3.2   Usability Evaluation Design 

This study has employed a within-subjects approach in its usability evaluation design. 
The within-subject approach is also known as repeated measure where the same 
participants perform under all the possible combinations of conditions (in this study 
conditions are defined as types of search tools; i.e. BoBI, ToC and Full-Text Search). 
As subjects are tested under every condition, the problem of individual differences 
can be eliminated in which each participant acts as his/her own control. In addition, 
experience of using all the conditions could result in the respondents making a better 
judgement on each of the search tools. As repeated measures are always associated 
with an order effect (one task may be affected by the experience of having performed 
another task), or practice effect (participants’ performance on the later task may have 
improved since the first tasks) a procedure of counterbalancing was taken to reduce 
these effects. In the counterbalancing the order of the condition in within-subjects 
designs was varied from participant to participant in order to balance out the effects 
across the conditions [18]. Some advantages of this approach are that it requires fewer 
participants and is hence less costly, it is suitable for evaluating a system where  
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learning is involved, and it has less chance of effects from variation between 
participants. This approach was employed to minimise the number of participants that 
should be involved and to allow participants to interact with every search tool so that 
they could provide more accurate responses. 

4   Results and Discussion  

The data was analysed using the SPSS program. The performances of the three search 
tools were measured using two variables: (i) Speed (in minutes) of finding 
information in e-books and (ii) Count of success in finding information accurately in 
e-books. The data were analysed using analysis of variance (ANOVA) to test the 
statistical significance of the differences among the mean scores of two or more 
groups (in this study they were BoBI, ToC and Full-Text Search). Alternatively a 
Friedman Test was used to replace the ANOVA test for ordinal types of data (i.e. 
ranking of search tools usefulness).  

4.1   Is a BoBI More Efficient Compared to a ToC and Full-Text Search Tool for 
Finding Information in an E-book Environment? 

Fig. 1 below shows the average time (in minutes) of each search tool based on two 
types of search tasks. The chart shows that the BoBI outperformed the ToC and Full-
Text Search for both factual and analytical tasks with an average of 3.04 and 2.44 
minutes. The ToC was second best for answering factual tasks correctly (3.59 
minutes) and third best for analytical tasks (4.21 minutes). The Full-Text Search on 
the other hand was worst for factual tasks (4.34 minutes) and second best (3.18 
minutes) for analytical tasks. Fig. 1 shows that there were differences in speed 
performance between the search tools and search tasks. An ANOVA test was 
therefore performed to establish whether these differences were statistically 
significant. 
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Fig. 1. Speed Performances in Answering Tasks Correctly 
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Table 1 shows that there was a significant difference in speed performance 
between the search tools: F(2,86)=3.22;p=<0.041. The search tasks on the other hand 
exhibited no significant difference: F(1,43)=0.55;p=<0.46. There was also no 
significant difference in terms of the Search Tools*Search Tasks interaction: 
F(2,86)=0.87;p=<0.39. Hence, it can be concluded that the different types of search 
task did not significantly affect the speed performance of each of the search tools. 

Table 1. ANOVA Test Result for Speed Performance 

Independent Variables  
Type III Sum 

of Squares df 
Mean

Square F 
Search Tools 276395.73 2 138197.87 3.22 
Error (Search Tools) 3689986.93 86 42906.82  
Search Tasks 41350.06 1 41350.06 0.55 
Error (Search Tasks) 3215137.61 43 74770.64  

Search Tools * Search Tasks 109259.55 2 75702.73 0.87 

Error (Search Tools*Search 
Tasks)

5386179.78 86 86788.96  

Measure: Speed 
Significant at the 0.05 level.  

As a significant difference existed in search tool performance, a multiple pairwise 
comparison test was performed to determine where the difference lay amongst the 
search tools (at a significance level of 0.05) by comparing it in a pair in order to judge 
which of the pair has a greater or lower amount of speed performance (minutes). This 
is shown in Table 2. The table indicated that BoBI and ToC and BoBI and Full-Text 
Search exhibited significant differences in the search performance (p=<0.04) in that 
the BoBI had performed better than the ToC and Full-Text Search. On the other hand, 
ToC and Full-Text Search showed no significant difference.  

Table 2. Multiple Pairwise Comparisons for Search Tools Speed Performance 

(I) Search Tools (J) Search Tools 
Mean

Difference (I-J) 
Std.

Error
95% Confidence 

Interval for Difference 

    
Lower 
Bound

Upper
Bound

BoBI ToC -73.94 34.93 -144.40 -3.49 

 Full-Text Search -61.68 29.66 -121.50 -1.87 

ToC BoBI 73.94 34.93 3.49 144.40 

 Full-Text Search 12.26 28.73 -45.67 70.20 

Full-Text Search BoBI 61.68 29.66 1.87 121.50 

 ToC -12.26 28.73 -70.20 45.67 
Measure: Speed (Minutes)  
The mean difference is significant at the 0.05 level.  

                                                           
1 This formula is a standard way of writing an ANOVA test result based on the appropriate 

table that is referred to -  in which “F(df value of the independent variable, df value of error of 
the independent variable)=F value; p=<Sig. (p-value))”. 
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The relative speed differences between the search tools can be seen in Fig. 2 
below, where on average the BoBI had the fastest performance at 5.48 minutes, 
followed by Full-Text Search at 7.52 minutes and finally the ToC at 8.19 minutes. In 
conclusion, hypotheses H1.1 and H1.2 were validated in that the BoBI was shown to 
be more efficient when compared to the ToC and Full-Text search tools for 
performing the search tasks. But there was no conclusive proof that the different 
search tasks had affected the performance of the search tools. 
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Fig. 2. Overall Speed Performances in Answering Tasks Correctly 

4.2   Is a BoBI More Effective Compared to a ToC and Full-Text Search Tool for 
Finding Information in an E-book Environment?  

Fig. 3 below shows the success in finding information accurately in e-books for each 
search tool based on two types of search tasks. The chart demonstrates that Full-Text 
Search outperformed the BoBI and ToC for finding information accurately for factual 
tasks with a success rate of 78%. This was followed by the BoBI (72%) and then the 
ToC (57%). The BoBI on the other hand, performed the best for accurately finding 
information in analytical tasks with a 76% success rate. Full-Text Search was second 
best (69% success) and finally the ToC (67% success). It can be seen from the graph 
that there were differences in success for finding information accurately amongst the 
search tools and search tasks in that Full-Text Search was more effective than the 
BoBI for factual tasks, whereas the BoBI was more effective than Full-Text Search 
for analytical tasks. These are interesting as a BoBI consists of selective and 
evaluated entries whereas as Full-Text Search undertakes string matching against a 
comprehensive index of terms (excluding stop words). An ANOVA test was therefore 
performed to establish whether these differences were statistically significant. 

Table 3 below shows that there were no significant differences using the search 
tools variable: F(2,86)=2.60;p=<0.08. This was consistent with the search tasks 
variable: F(1,43)=0.30;p=<0.59 and Search Tools*Search Tasks interaction: 
F(2,86)=2.14;p=<0.12. Therefore types of search tools, search tasks and their 
interaction did not have significant differences in terms of the success in finding 
information accurately. Therefore hypotheses H2.1 and H2.2 were not validated. 
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Fig. 3. Count of Success in Finding Information 

Table 3. ANOVA Test Result for Success in Findings Information Accurately 

Independent Variables
Type III Sum 

of Squares df
Mean

Square F
Search Tools 3.34 2 1.67 2.60 
Error(Search Tools) 55.33 86 0.64  
Search Tasks 0.09 1 0.09 0.30 
Error(Search Tasks) 13.74 43 0.32  
Search Tools*Search Tasks 1.73 2 0.87 2.14 
Error(Search Tools*Search Tasks) 34.93 86 0.41  
Measure: Count of Success 
Significant test at the 0.05 level.       

4.3   Is a BoBI More Useful Compared to a ToC and Full-Text Search Tool for 
Finding Information in an E-book Environment? 

Table 4 below summarises the differences in users’ ratings of how useful the three 
Search Tools were based on the average rank. A Friedman Test was then performed to 
validate if these differences were statistically significant at the level of 0.05. 

The results of the Friedman test in Table 5 show that there were significant 
differences in students’ ranking of Search Tools usefulness: X2(2) = 6.37, p=<0.042. 
A multiple comparison test was then conducted to find the relative differences 
amongst the Search Tools as shown in Table 6. The test indicated that only the ToC 
and BoBI had significant differences at the level of 0.05 (p=<0.02). It can be 
concluded that the BOBI had a higher ranking of usefulness (average rank = 2.27) 
compared to the ToC (average rank = 1.85). 
 

                                                           
2 This formula is a standard of writing Friedman test result based on the appropriate table that is 

referred to - in which “X2(df value of the independent variable)=Chi-Square value; p=<Sig. 
(p-value))”. 
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Table 4. Users’ Rating of the Usefulness of the Search Tools 

Search Tools Average Rank 
BoBI 2.27 
ToC 1.85 
Full-Text Search 1.88 
1-4 scale where 1 = useless to 4 = essential.  

Table 5. Friedman Test of Search Tools Usefulness Rating 

Friedman Test 
N 44 
Chi-Square 6.37 
df 2 
* Significant at the 0.05 level.  

Table 6. Multiple Comparisons for Search Tools Usefulness Rating 

 Sign Test Toc - BoBI Full Text Search - BoBI Full Text Search - ToC 
Z -2.37346* -1.54349 0 
Measure: Count of Success 
* Significant at the 0.05 level.  

According to the statistical analysis above, it can be concluded that H3.1 was 
validated in that a BoBI was significantly more useful compared to a ToC for finding 
information in an e-book environment at 0.05 a significant level. While H3.2 was not 
validated in that there was not enough evidence to support that the BoBI was more 
useful compared to a Full-Text Search for finding information in an e-book 
environment.  

4.4   Students’ Attitudes Towards Search Tools for Finding Information in  
E-books  

4.4.1   Students’ Preferences with Respect to a BoBI, ToC and Full-Text Search  
Fig. 4 below demonstrates students’ ratings of Search Tools in percentages. It can be 
seen from the graph that most of the respondents rated the BoBI as ‘most preferred’ 
(53%) while the ToC was ‘second most preferred’ (46%) and Full-Text Search was 
‘least preferred’ (34%). 

4.4.2   Students’ Satisfaction with Respect to a BoBI, ToC and Full-Text Search 
Fig. 5 below shows students’ rating of how satisfactory Search Tools were in use. It 
can be seen from the graph that most of the respondents were ‘very satisfied’ with the 
BoBI (42%), while most of them were ‘satisfied’ with the ToC and Full-Text Search 
at 44% and 38% respectively. 
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Fig. 4. Users’ Rating of Preferred Search Tools 
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Fig. 5. Users’ Rating on Satisfactory with the Search Tools 

4.4.3   Students’ Rating with Respect to Ease of Use with BoBI, ToC and Full 
Text Search 

Fig. 6 below indicates students’ rating of how easy or difficult they found it to use the 
Search Tools. As can be seen from the graph, most of the respondents found that all 
the search tools were ‘easy’ to use but at slightly different levels. The ToC had the 
highest mode percentage which was 49%, followed by the BoBI (42%), and finally 
Full-Text Search in 40%. 
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Fig. 6. Users’ Rating of Ease of Use when Using the Search Tools 

5   Conclusion 

This study has demonstrated that a BoBI was significantly more efficient (faster) and 
useful compared to a ToC and Full-Text Search tool for finding information in an e-
book environment. Preference ratings indicated that most students rated the BoBI as 
‘most preferred’ with the ToC as ‘second most preferred’ and Full-Text Search as ‘least 
preferred’. The search tools were rated similarly for satisfaction and ease of use, but the 
ToC had the highest mode percentage for satisfaction and ease of use with the BoBI 
second and finally the Full-Text Search. There was not enough evidence however to 
support that the different Search Tasks had effectively and efficiently affected the 
performance of the Search Tools. Although it is not directly comparable in terms of the 
evaluation design, in the main these findings are inline with [13] and [14]. 

As a conclusion, the e-book usability evaluation findings are important in gaining a 
better understanding of the retrieval performance of three search tools (BoBI, ToC 
and full text search) for browsing for relevant, and searching for specific information 
in e-books. This will be of value for designing better e-books and access systems. 

It is important to acknowledge that the experiment presented here was constrained by 
subject-specific users and test materials (in information retrieval field) and therefore the 
generalisation of the results across other subject fields should be treated with caution.  
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Abstract. Information retrieval from web and XML document collec-
tions is ever more focused on returning entities instead of web pages
or XML elements. There are many research fields involving named en-
tities; one such field is known as entity ranking, where one goal is to
rank entities in response to a query supported with a short list of en-
tity examples. In this paper, we describe our approach to ranking entities
from the Wikipedia XML document collection. Our approach utilises the
known categories and the link structure of Wikipedia, and more impor-
tantly, exploits link co-occurrences to improve the effectiveness of entity
ranking. Using the broad context of a full Wikipedia page as a base-
line, we evaluate two different algorithms for identifying narrow contexts
around the entity examples: one that uses predefined types of elements
such as paragraphs, lists and tables; and another that dynamically iden-
tifies the contexts by utilising the underlying XML document structure.
Our experiments demonstrate that the locality of Wikipedia links can
be exploited to significantly improve the effectiveness of entity ranking.

1 Introduction

The traditional entity extraction problem is to extract named entities from plain
text using natural language processing techniques or statistical methods and
intensive training from large collections. The primary goal is to tag those entities
and use the tag names to support future information retrieval. Entity ranking has
recently emerged as a research field that aims at retrieving entities as answers
to a query. Here the goal is not to tag the names of the entities in documents
but rather to get back a list of the relevant entity names. It is a generalisation
of the expert search task explored by the TREC Enterprise track [14], except
that instead of ranking people who are experts in the given topic, other types
of entities such as organisations, countries, or locations can also be retrieved
and ranked. For example, the query “European countries where I can pay with
Euros” should return a list of entities representing relevant countries, and not a
list of entities about the Euro and similar currencies.

The Initiative for the Evaluation of XML retrieval (INEX) has a new track
on entity ranking, using Wikipedia as its XML document collection [7]. Two
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tasks are explored by the INEX 2007 entity ranking track: entity ranking, which
aims at retrieving entities of a given category that satisfy a topic described in
natural language text; and list completion, where given a topic text and a small
number of entity examples, the aim is to complete this partial list of answers.
The inclusion of the target category (in the first task) and entity examples (in
the second task) makes these quite different tasks from the task of full-text
retrieval, and the combination of the query and entity examples (in the second
task) makes it quite different from the task addressed by an application such as
Google Sets1 where only entity examples are provided.

In this paper, we describe our approach to ranking entities from the Wikipedia
XML document collection. Our approach is based on the following principles:

1. A good entity page is a page that answers the query (or a query extended
with entity examples).

2. A good entity page is a page associated with categories close to the categories
of the entity examples.

3. A good entity page is pointed to by a page answering the query; this is an
adaptation of the HITS [10] algorithm to the problem of entity ranking.

4. A good entity page is pointed to by contexts with many occurrences of the
entity examples. A broad context could be the full page that contains the
entity examples, while smaller and more narrow contexts could be elements
such as paragraphs, lists, or tables.

Specifically, we focus on whether the locality of Wikipedia links around entity
examples can be exploited to improve the effectiveness of entity ranking.

2 Related Work

In this section, we review some related work on link analysis and entity disam-
biguation and extraction.

Link analysis. To calculate the similarity between a document and a query,
most information retrieval (IR) systems use statistical information concerning
the distribution of the query terms, both within the document and the collection
as a whole. However, in hyperlinked environments, such as the World Wide Web
and Wikipedia, link analysis is important. PageRank [3] and HITS [10] are two
of the most popular algorithms that use link analysis to improve web search.

We use the idea behind PageRank and HITS in our approach; however, in-
stead of counting every possible link referring to an entity page in the collection
(as with PageRank), or building a neighbourhood graph (as with HITS), we only
consider pages that are pointed to by a selected number of top-ranked pages for
the query. This also makes our link ranking algorithm to be query-dependent
(just like HITS), which allows for it to be dynamically calculated at query
time.

1 http://labs.google.com/sets
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Cai et al. [4] recognise that most popular linkrank algorithms treat a web page
as a single node, despite the fact that the page may contain multiple semantic
blocks. Using the visual presentation of a page to extract the semantic structure,
they adapted PageRank and HITS to deal with block nodes rather than full page
nodes. Nie et al. [12] propose a topical link analysis model that formalises the
idea of splitting the credit (the authority score) of a source page into different
topics based on topical distribution. Our entity ranking approach is based on a
similar idea, except that instead of using topics for discrimination we use list-like
contexts around the entity examples.

Entity disambiguation and extraction. Kazama and Torisawa [9] explore
the use of Wikipedia as external knowledge to improve named entity recogni-
tion, by using the first sentence of a Wikipedia page to infer the category of
the entity attached to that page. These categories are then used as features in
their named entity tagger. We do not use inferred categories in our approach;
instead, we use categories that were explicitly associated with the entity page by
Wikipedia authors. Cucerzan [6] also uses Wikipedia for entity disambiguation
by exploiting (amongst other features) co-references in static contexts such as ti-
tles, links, paragraphs and lists. Callan and Mitamura [5] investigate if the entity
extraction rules can be dynamically generated. Their rules are based on heuris-
tics exploiting a few pre-defined HTML contexts such as lists and tables. The
contexts are weighted according to the number of contained examples; the best
contexts are then used to dynamically extract new data. We use pre-defined con-
texts in our entity ranking approach; however, we also develop a new algorithm
that dynamically determines the contexts around entity examples.

ESTER [2] was recently proposed as a system for searching text, entities and
relations. ESTER relies on the Wikipedia links to identify the entities and on the
context of the links for disambiguation (using 20 words around the anchor text
instead of just the anchor text). This approach primarily focuses on improving
the efficiency of the proposed system, while we are more interested in improving
the effectiveness of entity ranking.

3 The Wikipedia XML Document Collection

Wikipedia is a well known web-based, multilingual, free content encyclopedia
written collaboratively by contributors from around the world. As it is fast grow-
ing and evolving it is not possible to use the actual online Wikipedia for experi-
ments, and so we need a stable collection to do evaluation experiments that can
be compared over time. Denoyer and Gallinari [8] have developed an XML-based
corpus based on a snapshot of the Wikipedia, which has been used by various
INEX tracks in 2006. It differs from the real Wikipedia in some respects (size,
document format, category tables), but it is a very realistic approximation.

Entities in Wikipedia. In Wikipedia, an entity is generally associated with
an article (a Wikipedia page) describing this entity. For example, there is a page
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“The euro . . . is the official currency of the Eurozone (also known as the Euro Area),
which consists of the European states of Austria, Belgium, Finland, France, Germany,
Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal, Slovenia and Spain,
and will extend to include Cyprus and Malta from 1 January 2008.”

Fig. 1. Extract from the Euro Wikipedia page

for every country, most famous people or organisations, places to visit, and so
forth. In Wikipedia nearly everything can be seen as an entity with an associated
page.

The entities have a name (the name of the corresponding page) and a unique
ID in the collection. When mentioning such an entity in a new Wikipedia article,
authors are encouraged to link every occurrence of the entity name to the page
describing this entity. For example, in the Euro page (see Fig. 1), all the under-
lined hypertext links can be seen as occurrences of entities that are each linked to
their corresponding pages. In this figure, there are 18 entity references of which
15 are country names; more specifically, these countries are all “European Union
member states”, which brings us to the notion of category in Wikipedia.

Categories in Wikipedia. Wikipedia offers categories that authors can as-
sociate with Wikipedia pages. New categories can also be created by authors,
although they have to follow Wikipedia recommendations in both creating new
categories and associating them with pages. When searching for entities it is nat-
ural to take advantage of the Wikipedia categories since they would give a hint
on whether the retrieved entities are of the expected type. For example, when
looking for entities “authors”, pages associated with the category “Novelist” may
be more relevant than pages associated with the category “Book”.

4 Our Entity Ranking Approach

We are addressing the task of ranking entities in answer to a query supplied
with a few examples (task 2). However, our approach can also be used for entity
ranking tasks where the category of the target entities is given and no examples
are provided (task1).

Our approach to identifying and ranking entities combines: (1) the full-text
similarity of the entity page with the query; (2) the similarity of the page’s
categories with the categories of the entity examples; and (3) the link contexts
found in the top ranked pages returned by a search engine for the query.

4.1 Architecture

Our entity ranking approach involves several modules and functions that are
used for processing a query, submitting it to the search engine, applying our
entity ranking algorithms, and finally returning a ranked list of entities. We
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used Zettair2 as our choice for a full-text search engine. Zettair is a full-text
IR system developed by RMIT University, which returns pages ranked by their
similarity scores to the query. Zettair is “one of the most complete engines”
according to a recent comparison of open source search engines [11]. We used
the Okapi BM25 similarity measure which was shown to be very effective on the
INEX 2006 Wikipedia test collection [1].

The architecture of our approach is described as follows. The topic module
takes an INEX topic as input and generates the corresponding Zettair query
and the list of entity examples (as one option, the names of the entity examples
may be added to the query). The search module sends the query to Zettair and
returns a list of scored Wikipedia pages. The link extraction module extracts the
links to target entities from a selected number of highly ranked pages, together
with the information about the paths of the links (using an XPath notation). The
linkrank module calculates a weight for a target entity based on (amongst other
factors) the number of links to this entity and the number of entity examples
that appear in the context of the link. The category similarity module calculates
a weight for a target entity based on the similarity of its categories with that
of the entity examples. The full-text IR module calculates a weight for a target
entity based on its initial Zettair score. Finally, the global score for a target
entity is calculated as a linear combination of three normalised scores coming
out of the last three modules.

The above architecture provides a general framework for entity ranking which
allows for replacing some modules by more advanced modules, or by providing a
more efficient implementation of a module. It also uses an evaluation module to
assist in tuning the modules by varying the parameters and to globally evaluate
the entity ranking approach.

4.2 Score Functions and Parameters

The global score of an entity page is derived by combining three separate scores:
a linkrank score, a category score, and a full-text similarity score.

LinkRank score. The linkrank function calculates a score for a page, based
on the number of links to this page, from the first N pages returned by the
search engine in response to the query. The parameter N has been kept to a
relatively small value mainly for performance purposes, since Wikipedia pages
contain many links that would need to be extracted. We carried out experiments
with different values of the parameter N, by varying it between 5 and 100 with
a step of 5, and found that N=20 was a good compromise between performance
and discovering more potentially good entities.

The linkrank function can be implemented in a variety of ways; we have
implemented a linkrank function that, for a target entity page t, takes into ac-
count the Zettair score of the referring page z(p), the number of distinct entity

2 http://www.seg.rmit.edu.au/zettair/
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examples in the referring page #ent(p), and the locality of links around the
entity examples:

SL(t) =
N∑

r=1

⎛

⎝z(pr) · g(#ent(pr)) ·
∑

lt∈L(pr,t)

f(lt, cr|cr ∈ C(pr))

⎞

⎠ (1)

where g(x) = x + 0.5 (we use 0.5 to allow for cases where there are no entity
examples in the referring page); lt is a link that belongs to the set of links
L(pr, t) that point to the target entity t from the page pr; cr is a context around
entity examples that belongs to a set of contexts C(pr) found for the page pr;
and f(lt, cr) represents the weight associated to the link lt that belongs to the
context cr. The contexts are explained in full detail in sub-section 4.3.

The weighting function f(lr, cr) is represented as follows:

f(lr, cr) =

⎧
⎪⎨

⎪⎩

1 if cr = pr (the context is the full page)

1 + #ent(cr) if cr = er (the context is an XML element)

Category similarity score. To calculate the category similarity score, we use
a very basic similarity function that computes the ratio of common categories
between the set of categories associated with the target page cat(t) and the set
of the union of the categories associated with the entity examples cat(E):

SC(t) =
|cat(t) ∩ cat(E)|

|cat(E)| (2)

Z score. The full-text (Z) score assigns the initial Zettair score to a target
entity page. If the target entity does not appear among the initial ranked list of
pages returned by Zettair, then its Z score is zero:

SZ(t) =

⎧
⎪⎨

⎪⎩

z(t) if page t was returned by Zettair

0 otherwise
(3)

Global score. The global score S(t) for a target entity page is calculated as a
linear combination of three scores, the linkrank score SL(t), the category simi-
larity score SC(t), and the Z score SZ(t):

S(t) = αSL(t) + βSC(t) + (1 − α − β)SZ(t) (4)

where α and β are two parameters that can be tuned differently depending on
the entity retrieval task.

We consider some special cases that allow us to evaluate the effectiveness of
each module: α = 1, β = 0, which uses only the linkrank score; α = 0, β = 1,
which uses only the category score; and α = 0, β = 0, which uses only the Z
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score.3 More combinations of the two parameters are explored in the tuning
phase of our approach (section 5).

4.3 Exploiting Locality of Links

The main assumption behind the idea of exploiting locality of links in entity
ranking is that references to entities (links) located in close proximity to the
entity examples, which typically appear in list-like contexts, are more likely
to represent relevant entities than links that appear in other parts of the page.
Here, the notion of list refers to grouping together objects of the same (or similar)
nature. The aim is therefore to assign a bigger weight to links that co-occur with
links to entity examples in such list-like contexts.

Consider the example of the Euro page shown in Fig. 1. Let us assume that
the topic is “European countries where I can pay with Euros”, and France,
Germany and Spain are three entity examples. We see that the 15 countries that
are members of the Eurozone are all listed in the same paragraph with the three
entity examples. In fact, there are other contexts in this page where those 15
countries also co-occur together. By contrast, although there are a few references
to the United Kingdom in the Euro page, it does not occur in the same context
as the three examples (except for the page itself).

Statically defined contexts. We have identified three types of elements that
correspond to list-like contexts in the Wikipedia XML document collection: para-
graphs (tag p); lists (tags normallist, numberlist, and definitionlist); and
tables (tag table). We design two algorithms for identifying the static contexts:
one that identifies the context on the basis of the leftmost occurrence of the
pre-defined tags (StatL), and another that uses the rightmost occurrence of
the pre-defined tags to identify the context (StatR). We do this to investigate
whether the recursive occurrences of the same tag, as often found in many XML
documents in the INEX Wikipedia collection, has an impact on the ability to
better identify relevant entities.

Consider Table 1, where the links to entity examples are identified by their
absolute XPath notations. The three non-overlapping elements that will be iden-
tified by the StatL algorithm are the elements p[1], p[3], and normallist[1],
while with the StatR algorithm p[5] will be identified instead of p[3] in addition
to also identifying the other two elements.

The main drawback of the static approach is that it requires a pre-defined list
of element contexts which is totally dependent on the document collection. The
advantage is that, once defined, the list-like contexts are easy to identify.

Dynamically defined contexts. To determine the contexts dynamically, we
adapted the concept of coherent retrieval elements [13] initially used to identify
3 This is not the same as the plain Zettair score, as apart from target entities corre-

sponding to the highest N pages returned by Zettair, the remaining entities are all
generated by extracting links from these pages, which may or may not correspond
to the ranked pages returned by Zettair.
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Table 1. List of links referring to entity examples (France, Germany, and Spain),
extracted for the Euro topic

Page Links
ID Name XPath ID Name

9472 Euro /article[1]/body[1]/p[1]/collectionlink[7] 10581 France
9472 Euro /article[1]/body[1]/p[1]/collectionlink[8] 11867 Germany
9472 Euro /article[1]/body[1]/p[1]/collectionlink[15] 26667 Spain
9472 Euro /article[1]/body[1]/p[3]/p[5]/collectionlink[6] 11867 Germany
9472 Euro /article[1]/body[1]/normallist[1]/item[4]/collectionlink[1] 10581 France
9472 Euro /article[1]/body[1]/normallist[1]/item[5]/collectionlink[2] 11867 Germany
9472 Euro /article[1]/body[1]/normallist[1]/item[7]/collectionlink[1] 26667 Spain
9472 Euro /article[1]/body[1]/normallist[1]/item[8]/collectionlink[1] 26667 Spain

the appropriate granularity of elements to return as answers in XML
retrieval.

For the list of extracted entities corresponding to entity examples, a Coherent
Retrieval Element (CRE) is defined as an element that represents the lowest
common ancestor (LCA) of at least two entity examples. To identify the CREs,
we sequentially process the list of extracted entity examples by considering every
pair of elements, starting from the first element down to the element preceding
the last element in the list. For each pair of elements, their LCA is chosen to
represent a dynamic context (a CRE). Starting from the first identified CRE,
we filter the overlapping elements and end up with a final list of (one or more)
non-overlapping CREs that represent the dynamically defined contexts for the
page.4 We refer to this algorithm as DynCRE.

For example, the two dynamic contexts that will be identified for the list
of extracted entity examples shown in Table 1 are p[1] and normallist[1].
Although body[1] was also initially identified as a CRE, it was subsequently
filtered from the final list since it overlaps with p[1] (the first identified CRE).

The main advantage of the dynamic approach is that it is independent of the
document collection, and it does not require a pre-defined list of contexts. The
possible drawback is that narrow contexts containing only one entity example
(such as p[5] in Table 1) are never identified.

5 Experimental Results

We now present results that investigate the effectiveness of our entity ranking
approach when using different types of contexts around the entity examples.

5.1 Test Collection

Since there was no existing set of topics with relevance assessments for entity
ranking, we developed our own test collection, which we made available as a
4 When the page contains exactly one entity example, the document element

(article[1]) is chosen to represent a CRE.
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training set for other participants in the INEX 2007 entity ranking track. So for
these experiments we used our own test collection based on a selection of topics
from the INEX 2006 ad hoc track, since most of these topics reflect real-life tasks
represented by queries very similar to the short Web queries. We chose 27 topics
that we considered were of an “entity ranking” nature, where for each page that
had been assessed as containing relevant information, we reassessed whether
or not it was an entity answer, and whether it loosely belonged to a category
of entity we had loosely identified as being the target of the topic. If there
were entity examples mentioned in the original topic these were usually used as
entity examples in the entity topic. Otherwise, a selected number (typically 2
or 3) of entity examples were chosen somewhat arbitrarily from the relevance
assessments. To this set of 27 topics we also added the Euro topic example that
we had created by hand from the original INEX description of the entity ranking
track [7], resulting in total of 28 entity ranking topics.

We use mean average precision (MAP) as our primary method of evaluation,
but also report results using several alternative IR measures: mean of P[5] and
P[10] (mean precision at top 5 or 10 entities returned), and mean R-precision. We
remove the entity examples both from the list of returned answers and from the
relevance assessments, as the task is to find entities other than those provided.

5.2 Full Page Context

We used the context of the full page to determine suitable values for the param-
eters α and β, and also to try out some minor variations to our entity ranking
approach (such as whether or not to include the names of the entity examples
in the query sent to Zettair).

We calculated MAP over the 28 topics in our test collection, as we varied α
from 0 to 1 in steps of 0.1. For each value of α, we also varied β from 0 to (1−α) in
steps of 0.1. We found that the highest MAP (0.3570) on this data set is achieved
for α = 0.1 and β = 0.8. We also trained using mean R-precision instead of MAP
as our evaluation measure, but we also observed the same optimal values for the
two parameters.

We used a selected number of runs to carry out a more detailed investigation
of the performance achieved by each independent module and by the optimal
module combination. We also investigated whether adding names of the entity
examples to the query sent to Zettair would have a positive performance impact.
The results of these investigations are shown in Tables 2(Q) and 2(QE).

Several observations can be drawn from these results. First, adding names of
the entity examples to the query sent to Zettair generally performs worse for all
but the linkrank module, for which we see a consistent performance improve-
ment. Second, different optimal values are observed for the two parameters in
the two tables, which suggest that adding the entity examples to the query can
dramatically influence the retrieval performance. Third, we observe that the best
entity ranking approaches are those that combine the ranking evidence from the
three modules (runs α0.1–β0.8 for Q and α0.2–β0.6 for QE). With MAP, these
two runs perform significantly better (p < 0.05) than the plain Zettair full-text
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Table 2. Performance scores for runs using the context of the full page, obtained by
different evaluation measures. Queries sent to Zettair include only terms from the topic
title (Q), or terms from the topic title and the names of entity examples (QE). For
each measure, the best performing score is shown in bold.

P[r]
Run 5 10 R-prec MAP

Zettair 0.2286 0.2321 0.2078 0.1718

α0.0–β0.0 0.2286 0.2321 0.2135 0.1780
α0.0–β1.0 0.3643 0.3071 0.3151 0.3089
α1.0–β0.0 0.1571 0.1571 0.1385 0.1314

α0.1–β0.8 0.4714 0.3857 0.3902 0.3570
α0.2–β0.6 0.4357 0.3786 0.3751 0.3453

(Q) Topic title

P[r]
Run 5 10 R-prec MAP

Zettair 0.2000 0.1714 0.1574 0.1427

α0.0–β0.0 0.2000 0.1714 0.1775 0.1533
α0.0–β1.0 0.3357 0.2821 0.2749 0.2674
α1.0–β0.0 0.1857 0.1750 0.1587 0.1520

α0.1–β0.8 0.3357 0.3286 0.3109 0.3140
α0.2–β0.6 0.3429 0.3357 0.3362 0.3242

(QE) Topic title and entity examples

retrieval run, and they are also significantly better than any of the three runs
representing each individual module in our entity ranking approach.

These results therefore show that the global score (the combination of the
three individual scores), optimised in a way to give more weight on the category
score, brings the best value in retrieving the relevant entities for the INEX
Wikipedia document collection. However, the results also show that using only
the linkrank module and the context of the full page results in a very poor entity
ranking strategy, which is why below we also experiment with narrow contexts.

5.3 Static and Dynamic Contexts

We now investigate whether using smaller and more narrow contexts has a pos-
itive impact on the effectiveness of entity ranking. Tables 3(Q) and 3(QE) show
the results of this investigation. These results reflect the case when only the
linkrank module (α1.0–β0.0) is used by our entity ranking approach.

As in the case with using the full page context, for all the four runs we observe
a consistent performance improvement when names of the entity examples are
added to the query sent to Zettair. Importantly, when compared to the baseline
(the full page context), we observe a substantial increase in performance for the
three runs that use smaller and more narrow contexts, irrespective of the type
of query used. These increases in performance are all statistically significant
(p < 0.05). However, the type of query sent to Zettair (Q or QE) seems to have
an impact on the best performance that could be achieved by these three runs.
Specifically, with MAP the StatL run performs best among the three runs when
only the topic title is used as an input query (Q), while the StatR run is best
when using terms from the topic title and the names of entity examples (QE). In
both cases the DynCRE run achieves the best early precision but overall performs
worst among the three runs, although the differences in performance between
each of the three run pairs are not statistically significant.
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Table 3. Performance scores for runs using different types of contexts in the linkrank
module (α1.0–β0.0), obtained by different evaluation measures. Queries sent to Zettair
include only terms from the topic title (Q), or terms from the topic title and the names
of entity examples (QE). For each measure, the best performing score is shown in bold.

P[r]
Run 5 10 R-prec MAP

FullPage 0.1571 0.1571 0.1385 0.1314

StatL 0.2143 0.2250 0.2285 0.1902
StatR 0.2214 0.2143 0.2191 0.1853

DynCRE 0.2214 0.2107 0.2152 0.1828

(Q) Topic title

P[r]
Run 5 10 R-prec MAP

FullPage 0.1857 0.1750 0.1587 0.1520

StatL 0.2429 0.2179 0.2256 0.2033
StatR 0.2429 0.2214 0.2248 0.2042
DynCRE 0.2571 0.2107 0.2207 0.1938

(QE) Topic title and entity examples

Implementing narrow contexts in our linkrank module allows for the locality
of links to be exploited in entity ranking. By changing the context around entity
examples, we would also expect the optimal values for the two combining pa-
rameters to change. We therefore varied the values for α and β and re-calculated
MAP over the 28 topics in our test collection. For the three runs using narrow
contexts we found that the optimal value for α has shifted from 0.1 to 0.2 (in
the case of Q), while for the two static runs the optimal α value was 0.3 (in
the case of QE). In both cases, the optimal value for β was found to be 0.6.
The performances of the three optimal runs were very similar, and all of them
substantially outperformed the optimal run using the full page context.

6 Conclusion and Future Work

We have presented our entity ranking approach for the INEX Wikipedia XML
document collection which is based on exploiting the interesting structural and
semantic properties of the collection. We have shown in our evaluations that the
use of the categories and the locality of Wikipedia links around entity examples
has a positive impact on the performance of entity ranking.

In the future, we plan to further improve our linkrank algorithm by varying
the number of entity examples and incorporating relevance feedback that we
expect would reveal other useful entities that could be used to identify better
contexts. We also plan to carry out a detailed per-topic error analysis, which
should allow us to determine the effect of the topic type on entity ranking.
Finally, our active participation in the INEX entity ranking track will enable us
to compare the performance of our entity ranking approach to those achieved
by other state-of-the-art approaches.
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Abstract. Wikipedia is one of the most popular information sources
on the Web. The free encyclopedia is densely linked. The link structure
in Wikipedia differs from the Web at large: internal links in Wikipedia
are typically based on words naturally occurring in a page, and link
to another semantically related entry. Our main aim is to find out if
Wikipedia’s link structure can be exploited to improve ad hoc informa-
tion retrieval. We first analyse the relation between Wikipedia links and
the relevance of pages. We then experiment with use of link evidence
in the focused retrieval of Wikipedia content, based on the test collec-
tion of INEX 2006. Our main findings are: First, our analysis of the link
structure reveals that the Wikipedia link structure is a (possibly weak)
indicator of relevance. Second, our experiments on INEX ad hoc retrieval
tasks reveal that if the link evidence is made sensitive to the local context
we see a significant improvement of retrieval effectiveness. Hence, in con-
trast with earlier TREC experiments using crawled Web data, we have
shown that Wikipedia’s link structure can help improve the effectiveness
of ad hoc retrieval.

1 Introduction

Wikipedia is a free Web-based encyclopedia, that is collaboratively edited by
countless individuals around the globe [1]. As an encyclopedia, it consists of in-
dividual entries on a single subject (Wiki pages) that are densely hyperlinked to
related content (using Wikilinks). Wikipedia’s links are a special case of the gen-
eral hyperlinks that connect the World Wide Web. On the Web, link structure
has been exploited to improve information retrieval in algorithms like PageR-
ank [2] and HITS [3]. In the simplest case of a link from a page A to a page B,
we can count this as a vote by the author of page A for page B as being authori-
tative [3]. Pages with a high number of incoming links are considered important
pages. Commercial Internet search engine companies have heralded the use of
link structure as one of their key technologies.

Retrieval using Web data has been studied at TREC since TREC-8 in 1999.
Despite high expectations, TREC experiments failed to establish the effective-
ness of link evidence for general ad hoc retrieval [e.g., 4; 5]. As Hawking and
Craswell [6, p.215] put it:

Hyperlink and other web evidence is highly valuable for some types of search
task, but not for others. Because binary judgements were employed and judges
looked only at the text of the retrieved pages, the TREC-8 Small Web Task

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 270–282, 2008.
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and the TREC-9 Main Web Task did not accurately model typical Web search.
. . .

In prototypical TREC Ad Hoc methodology, the task presupposes a desire to
read text relevant to a fairly precisely defined topic, and documents are judged
on their own text content alone as either relevant or not relevant. By contrast,
Web searchers typically prefer the entry page of a well-known topical site to
an isolated piece of text, no matter how relevant. For example, the NASA
home page would be considered a more valuable answer to the query “space
exploration” than newswire articles about Jupiter probes or NASA funding
cuts.

These observations led to the definition of a range of Web-centric tasks, like
known-item (homepage, named-page) search and topic distillation. For these
special tasks, the URL-type, anchor text and link indegree are effective to im-
prove retrieval performance [7; 8; 9].

Our conjecture is that the links in Wikipedia are different from links between
Web documents. Whereas in Web documents, an author can arbitrarily link his
page to any other page, whether there is a topical relation or not, in Wikipedia,
links tend to be semantic: a link from page A to page B shows that page B is
semantically related to (part of) the content of page A. Arguably, there will be
some fraction of links that do not denote an important topical relation between
pages, and not all links will be equally meaningful in all search contexts. For
example, Wikipedia “bots” may automatically insert links serving a particular
purpose (think of the year links). However, there is a clear mechanism in place
that results in links that are relevant to the context.1 This immediately prompts
the question: what is the importance of link evidence in such a semantically
linked collection?

Given its encyclopedic content, Wikipedia is a particularly attractive resource
for informational search requests.2 Hence, in this paper, our main aim is to find
out if Wikipedia’s link structure can be exploited to improve the ad hoc retrieval
of relevant information. Our experimental evidence is based on the INEX 2006
test collection consisting of an XML version of Wikipedia containing over 650,000
articles, and a set of 114 ad hoc topics with judgments on the passage-level [11].
Specifically, we want to know:

– Can the link degree structure of a semantically linked document collection
be used as evidence for the relevance of ad hoc retrieval results?

To answer this question, we analyse the link structure of Wikipedia pages, and
of Wikipedia pages relevant for a particular ad hoc retrieval topic. Furthermore,
link structure can be considered in various ways: on a global level, i.e., the
number of incoming links over the whole collection, or on a local level, i.e., the

1 See, for example, http://en.wikipedia.org/wiki/Wikipedia:Only make links
that are relevant to the context.

2 That is, in terms of the Broder [10] taxonomy, Wikipedia seems a less suitable
resource for navigational queries (with the intent to reach a particular site), or for
transactional queries (with the intent to perform some web-mediated activity).

http://en.wikipedia.org/wiki/Wikipedia:Only_make_links_that_are_relevant_to_the_context
http://en.wikipedia.org/wiki/Wikipedia:Only_make_links_that_are_relevant_to_the_context
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Fig. 1. Wikipedia collection link indegree (left) and outdegree (right) distribution over
659,304 pages

number of incoming links within the subset of articles retrieved as results for a
given topic. So, more specifically, we want to know:

– Can global indegree, local indegree, or a combination of the two, be used
effectively to rank results in general ad-hoc retrieval?

To answer this question, we investigate the effectiveness of a number of link
degree priors for three different INEX ad hoc retrieval tasks.

The rest of this paper is structured as followed.Next, in Section 2, we analyse the
link structure of Wikipedia, trying to establish its relation with relevance. Then, in
Section 3, we detail on how link evidence can be incorporated into the scoring of a
retrieval system. This is followed, in Section 4, by a range of retrieval experiments
trying to establish the impact of link evidence on retrieval effectiveness. We end
in Section 5 by drawing conclusions and discussing our findings.

2 Analysis of Wikipedia Link Structure

In this section, we analyse the link structure of Wikipedia. We use the XML’ified
snapshot of the English Wikipedia (of early 2006) used at INEX [12]. We use
the set of 114 ad hoc topics from INEX 2006, with their associated relevance
judgments. In this section, we only consider Wikipedia pages and the internal
links ignoring links to pages outside Wikpedia.

2.1 Degree Distribution

Is the link structure of Wikipedia different from the link structure of the Web?
Recall from the above, links in Wikipedia are unlike generic Web links. Does
the encyclopedic organization, where there is little redundant information, put a
bound on the number of incoming links? Does the organization in mono-topical
entries or lemmas restrict the number of outgoing links? We look at the number of
different incoming links (indegree) and the number of outgoing links (outdegree).
Figure 1 shows the degree distribution of Wikipedia. The indegree or number of
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Fig. 2. Wikipedia collection link indegree distribution of 5,646 “relevant” pages

incoming links is shown on the left hand side, and the outdegree or number of
outgoing links is shown on the right hand side. Both curves approximate straight
lines on the log-log scale, suggesting a power-law distribution that is familiar for
the Web at large [13]. In the rest of this paper, we focus on indegrees.

What is the degree distribution of relevant pages? The relevance assessments
are at the passage level; we treat a Wikipedia page as relevant for a given topic if,
and only if, it contains relevant information. Figure 2 plots the degree distribution
for the subset of articles relevant for a INEX 2006 topic. Although there are far
fewer data points, we see a similar distribution. There is no absolute evidence in
the link indegree: both low indegree and high indegree pages can be relevant.

2.2 Local Degree Distribution

So far, we have looked at global evidence provided by the absolute number of
links. We now zoom in on local evidence provided by the number of links among
a subset of local pages. We used a standard retrieval system (discussed in detail
in Section 4 below) to find the top 100 best matching Wikipedia articles for
each of the INEX 2006 topics. We treat these pages as local context, and only
consider links between pages in this subset and ignore all further links.

Recall again our conjecture that links in Wikipedia are semantic links. By
restricting our view to the local context, a large fraction of these local links
should relate to the topic at hand. Is this local structure different from the
global link structure investigated above? The left hand side of Figure 3 shows
the local degree distribution of pages in the local context of any of the INEX
2006 topics. Again, the plot suggests a power-law distribution. On the right hand
side of Figure 3, we zoom in on only those articles which are relevant for any of
the INEX topics. Also here we see a similar distribution. This also shows that
local indegree is no absolute evidence of relevance: both low local indegree as
well as high local indegree pages can be relevant.

2.3 Prior Probability of Relevance

Above, we saw that neither global nor local indegree provides absolute evidence
of relevance. But can global or local indegree be used as a (possibly weak)
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Fig. 3. Wikipedia local link indegree distribution of 11,339 local pages (left) and of
2,489 local relevant pages (right)
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Fig. 4. Prior probability of relevance of Wikipedia global indegree (left) and local
indegree (right)

indicator of relevance? That is, if we would know nothing more of a page than
its global or local indegree, can we make an educated guess about the relevance
of the page?

For a page of a given indegree, we can calculate the prior probability that
it is relevant (with respect to at least one of the INEX topics). Specifically,
we calculate the fraction of pages with that indegree that is relevant to any
of the topics. To overcome data sparseness, we group the indegrees in bins for
which we use an exponential scale. The left hand side of Figure 4 shows the
prior probability of relevance of global indegree. We see a clear increase in the
prior probability of relevance with increasing global indegree. Although there
are more relevant pages with a low indegree (as was shown in Figure 2), this
number is dwarfed by the total number of pages with a low indegree (as shown in
Figure 1), leading to a relatively low prior probability of relevance. Conversely,
although the number of relevant pages with a high indegree is modest, this is
still a substantial fraction of all the pages with a high indegree—up to a third
of these pages is relevant for at least one of the INEX topics.

We do the same analysis for the local indegree, shown on the right hand side
of Figure 4. The prior probability of relevance also clearly increases with local



The Importance of Link Evidence in Wikipedia 275

Table 1. Top 10 Wikipedia articles for topic 339 “Toy Story”

Title Global indegree Title Local indegree
1990s 10,033 Toy Story 96
Screenwriter 762 Toy Story 2 34
Gnosticism 424 Pixar 34
Madeira Islands 339 Monsters, Inc. 25
Psychedelic music 339 Finding Nemo 22
1995 in film 314 Aladdin (1992 film) 14
Computer-generated imagery 310 Madeira Islands 12
Academy Award for Original Music
Score

268 Computer-generated imagery 12

Tom Hanks 248 Buzz Lightyear 12
Debian 210 1990s 11

indegree. Again, although the absolute number of relevant pages with a low local
indegree is higher (as shown in Figure 3), a larger fraction of pages with a high
local indegree is relevant. The prior probability of relevance rises to well above
0.5 for pages with a high local indegree.

2.4 Naive Reranking

We selected one topic to look in detail at what happens to the top results when
naively reranked by indegree. Topic 339 has title Toy Story, and is about the
computer animated movie from 1995. We took the top 100 articles from the
baseline run described in Section 3 below, and list the 10 articles with the highest
global indegree (on the left) and the 10 highest local indegree (on the right) in
Table 1.

The articles with the highest global indegree are at best slightly related
to the Toy Story movie, but there are also infiltrations like Screenwriter and
Gnosticism—pages that might be important or authoritative, but outside the
scope of our topic at hand. The articles with the highest local indegree look
much more promising, but still there are a lot of articles that are only weakly
related to Toy Story. The qualitative analysis suggests that global and local
indegree are weak indicators of relevance. Therefore, in reranking, their weight
should be small compared to the weight of the content-based retrieval score.

Summarizing, our analysis of the link structure reveals that the Wikipedia
link structure is a (possibly weak) indicator of relevance of Wiki pages. A naive
reranking based on only global or local indegree is not effective: it leads to the
infiltration of important but off-topic pages.

3 Incorporating Link Evidence

In this section, we discuss how link evidence can be incorporated in our retrieval
model. Results at INEX can be arbitrary XML elements (such as paragraphs,
sections, or the whole article), and we simply index each XML element as a
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separate document. Link structure is used at the article or Wiki page level, we
simply associate each element with the link structure of the article it is part of.

3.1 Retrieval Model

We use a language model extension of Lucene [14], i.e., for a collection D, doc-
ument d and query q:

P (d|q) = P (d) ·
∏

t∈q

((1 − λ) · P (t|D) + λ · P (t|d)) , (1)

where P (t|d) = freq(t,d)
|d| , P (t|D) = freq(t,D)∑

d′∈D |d| , and P (d) = |d|∑
d′∈D |d| . For our

experiments we have used λ = 0.15 throughout. Our efficient implementation of
the model calculates ranking-equivalent logs of the probabilities [15]. We take
the exponent to get a score resembling a probability, and only then apply the
length-prior.

3.2 Link Degree Priors

We incorporate link evidence by by multiplying the retrieval score with a further
link degree prior:

Score = Scoreretrieved · Prior (2)

We will, for convenience, refer to the link evidence as prior, even though we do
not actually transform it into a probability distribution. Note that we can turn
any prior into a probability distribution by multiplying it with a constant factor

1
Σd∈DPrior(d) , leading to the same ranking.

Recall from above that we need to be careful when incorporating link evidence.
We do not want to retrieve pages that only have a high link score, i.e., pages that
may be important but unrelated to the topic of request. Hence, as a safe-guard,
we apply the link priors only to the first 100 retrieved articles per topic. That is,
we process the list of XML element results until we have encountered 100 articles,
and only use the global or local indegree of these articles by simply treating the
indegrees of lower ranked articles as zero. Note that elements deep down the result
list may still be boosted if they belong to one of the top 100 articles.

3.3 Baseline

Our baseline is the retrieval model without using link evidence. To explain the
impact of the link evidence, we look again in detail at Topic 339 and the effects
of the priors on the top 10 articles. In the upper left corner of Table 2 the titles
of the top 10 retrieved Wikipedia articles for the baseline run are given.

3.4 Global Indegree

The global indegree prior is proportional to the global degree of an article:

PGlob ∝ 1 + global (3)
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Table 2. Top 10 Wikipedia articles for topic 339 “Toy Story”

Baseline run Global indegree prior
List of Disney animated features’ titles in
various languages

1990s

Toy Story Screenwriter
Toy Story 2 Gnosticism
Buzz Lightyear 1995 in film
Toy Story 3 Computer-generated imagery
List of computer-animated films Toy Story
100 Greatest Cartoons Academy Award for Original Music Score
C64 Direct-to-TV Tom Hanks
List of Capcom games Pixar
Pixar Debian

Local indegree prior Local/Global indegree prior
Toy Story Toy Story
Toy Story 2 List of Disney animated features’ titles in

various languages
Pixar Toy Story 2
Monsters, Inc. Toy Story 3
Buzz Lightyear Buzz Lightyear
Finding Nemo List of computer-animated films
Aladdin (1992 film) 100 Greatest Cartoons
Toy Story 3 Sheriff Woody
Computer-generated imagery Timeline of CGI in film and television
1990s Andrew Stanton

Alternatively, we use a conservative log global indegree prior :

PLogGlob ∝ 1 + log(1 + global ) (4)

Inspecting our running example immediately confirms that we need to be careful
when incorporating global link evidence. In the upper right corner of Table 2,
the top 10 articles after reranking by global indegree are given. Although some
top 10 results are retained, Toy Story at rank 6 and Pixar at rank 9, we see the
infiltration of pages with a high global indegree—all of them are in Table 1—but
with only a loose relation to the topic at hand.

3.5 Local Indegree

The local indegree prior is proportional to the local degree of an article:

PLoc ∝ 1 + local (5)

Alternatively, we use a conservative log local indegree prior :

PLogLoc ∝ 1 + log(1 + local ) (6)

The local indegree prior (shown in the lower left corner of Table 2) results in the
Toy Story page at the top rank, thereby improving upon the baseline run. Also,
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Table 3. Results of link evidence on three INEX 2006 ad hoc retrieval tasks. Best
scores are in bold-face. Significance levels are 0.05 (�), 0.01 (��), and 0.001 (���).

Run ID Thorough Focused Relevant in Context
MAep,off nxCG@10,off MAgP

Baseline 0.0353 0.3364 0.1545
Global Indegree 0.0267 -24.40��� 0.1979 -41.16��� 0.1073 -30.57���

Log Global Indegree 0.0335 -4.99 0.3066 -8.87�� 0.1352 -12.50���

Local Indegree 0.0405 +14.75� 0.3218 -4.34 0.1467 -5.02�

Log Local Indegree 0.0418 +18.46��� 0.3460 +2.85 0.1515 -1.96
Local/Global Indegree 0.0463 +31.08��� 0.3629 +7.88�� 0.1576 +1.99�

Pixar moves up from rank 10 to 3. However, at rank 10 we see that 1990s, the
article with the highest local indegree in Table 1, has infiltrated the top results.

3.6 Local/Global Indegree

We can also weight the importance of observing local links by their number of
global links—basically a tf · idf weighting of link evidence [16]. The combined
local/global indegree prior is calculated as:

PLocGlob ∝ 1 +
local

1 + global
(7)

The combination prior (lower right corner of Table 2) improves further on the
original top 10 by ranking Toy Story as the top articles and moving Toy Story
3 from rank 5 to 4. Also, some unrelated articles like C64 Direct-to-TV and List
of Capcom games are replaced by closer related articles, Timeline of CGI in film
and television and Andrew Stanton (one of the writers of Toy Story).

Summarizing, we defined a number of ways—global, local, and combined lo-
cal/global indegree—to incorporate link evidence into the retrieval model. The
different indegree priors correspond to different levels of sensitivity to the local
context of the topic of request.

4 Experimental Results

In this section, we discuss the results of applying the degree priors to three of
the INEX 2006 Ad Hoc retrieval Tasks.

4.1 Baseline

Our baseline run is a standard language model run, using an index containing
all the XML elements of the Wikipedia XML Collection [17]. The scores of the
baseline run are in Table 3.

For the INEX 2006 Thorough task, where the aim is to estimate the rele-
vance of individual XML elements, this run scores 0.0353 on the official MAep
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measure.3 For the Focused task, no overlapping elements are allowed and we
post-process the Thorough run using a top-down list-based removal of elements
partially overlapping with earlier seen results. That is, we traverse the list top-
down, and simply remove any element that is an ancestor or descendant of an
element seen earlier in the list. The resulting run scores 0.3364 on the official
nxCG@10 measure. Finally, for the Relevant in Context task, there is a fur-
ther restriction that articles may not be interleaved and, again, we post-process
the Focused run using a top-down list-based clustering of results per retrieved
article. The resulting run scores 0.1545 on the official MAgP measure.

4.2 Global Indegree

Now, we turn our attention to global indegree. The results are negative: both the
global indegree prior and the log global indegree prior lead to loss of performance
for all three tasks. The decrease in performance is significant (bootstrap test,
one-tailed) for all cases except for the log global indegree prior and the Thorough
task. A plausible explanation is suggested by looking at Table 2. The original
top 10 articles of the baseline run are infiltrated by non-relevant documents with
high global indegrees—important pages, but off-topic.

4.3 Local Indegree

Next, we try the local link evidence, and use the (log) local indegree prior.
The results are mixed. The local indegree prior leads to a significant gain in
performance for Thorough (15%), but a loss for Focused (-4%) and for Relevant
in Context (-5%). The more conservative log local indegree prior fares better
and leads to a gain in performance for Thorough (18%, significant at p < 0.001)
and for Focused (3%), but still a loss for Relevant in Context (-2%). Although
the scores are much better than for the global indegree, there is still no overall
improvement. This may still be due to the infiltration of non-relevant documents
with high local indegrees. Since the local indegrees are generally much lower
than global indegrees—with N = 100 the maximal local indegree is 99—the
infiltration effect is also much smaller.

4.4 Local/Global Indegree

Finally, we experiment with the combined prior. Here the situation is quite
different. For the Thorough task, we see an improvement of 31%. For the Focused
Task, we see and improvement of 8%. For the Relevant in Context Task, we get
an improvement of 2%. For all three tasks, the improvement is significant. The
combined prior seems to effectively take the local context into account, and is
effective for improving ad hoc retrieval.
3 Mean average effort/precision (MAep) is a generalized MAP-like measure; normal-

ized extended cumulative gain (nxCG@10) is resembling to precision at rank 10;
mean average generalized precision (MAgP) is a version of MAP with partial scores
per article. See [18] for details of the INEX 2006 measures.
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Summarizing, we experimented with the use of global, local, and combined
local/global link evidence, and found that only the combined local/global prior
leads to a significant improvement of retrieval effectiveness for all tasks.

5 Discussion and Conclusions

In this paper, we investigated the importance of link evidence in Wikipedia ad
hoc retrieval. The link structure of Wikipedia is an interesting special case of
hyperlinking on the Web at large: the links in Wikipedia are semantic—they
link to other pages relevant to the local context. Our main aim is to find out if
Wikipedia’s link structure can be exploited to improve the ad hoc retrieval of
relevant information.

Our first research question was:

– Can the degree structure of a semantically linked document collection be
used as evidence for the relevance of ad hoc retrieval results?

We analysed the degree structure of Wikipedia pages, and of Wikipedia pages
relevant for a particular set of ad hoc retrieval topics. Our findings are that
pages with a high global indegree are more likely to be relevant than pages with
a low global indegree. Since global link evidence may lead to the retrieval of
important but off-topic pages, we also looked at local indegree considering only
links between pages retrieved in response to a search request. Also here we saw
that pages with a high local indegree are more likely to be relevant than pages
with a low local indegree. So the answer to our first research question is yes: the
Wikipedia link structure is a (possibly weak) indicator of relevance.

Our second research question was:

– Can global indegree, local indegree, or a combination of the two, be used
effectively to rerank results in general ad hoc retrieval?

In order to answer this question, we have to operationalize how to incorporate
link evidence into our retrieval model, and then conduct experiments that try
to establish its utility. The link topology in itself is not sensitive to the query
or local context. Put differently, if we browse following a sequence of links, the
similarity to the source page will water down quickly. This is especially true for
the global link structure, which may lead quickly to a loss of focus on the topic
at hand and allow for the infiltration of authoritative but off-topic pages. The
local link structure ensures that only links within the local context are awarded,
but the ranking may still suffer from a similar bias on authoritativeness over
topicality (although the effect will be less strong). Hence, this leads to a third
way in which the number of local links is normalized by the number of global
links (basically a tf · idf weighting of link evidence). As it turns out, the use
of global link evidence leads to a loss of performance, the use of local link evi-
dence leads to mixed results, but the combined local/global link evidence leads to
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significant improvement of retrieval effectiveness. So, the answer to our second
research question is also yes: if the link evidence is made sensitive to the local
context we see an improvement of ad hoc retrieval effectiveness.

Earlier experiments at TREC using crawled Web data have failed to establish
the utility of link evidence for ad hoc retrieval. In contrast with these TREC
experiments, Wikipedia’s link structure can help improve the effectiveness of ad
hoc retrieval.
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Abstract. In an Enterprise setting, an expert search system can as-
sist users with their “expertise need” by suggesting people with relevant
expertise to the topic of interest. These systems typically work by as-
sociating documentary evidence of expertise to each candidate expert,
and then ranking the candidates by the extent to which the documents
in their profile are about the query. There are three important factors
that affect the retrieval performance of an expert search system - firstly,
the selection of the candidate profiles (the documents associated with
each candidate), secondly, how the topicality of the documents is mea-
sured, and thirdly how the evidence of expertise from the associated
documents is combined. In this work, we investigate a new dimension
to expert finding, namely whether some documents are better indicators
of expertise than others in each candidate’s profile. We apply five tech-
niques to predict the quality documents in candidate profiles, which are
likely to be good indicators of expertise. The techniques applied include
the identification of possible candidate homepages, and of clustering the
documents in each profile to determine the candidate’s main areas of
expertise. The proposed approaches are evaluated on three expert search
task from recent TREC Enterprise tracks and provide conclusions.

1 Introduction

Modern expert search systems in Enterprise settings work by using documents
to form the profile textual evidence of expertise for each candidate. The profiles
represent the system’s knowledge of the expertise of each candidate, and on
receiving a user query, they are ranked by how well the documents in their
profile are related to the query [1,2]. For example, the Voting Model for expert
search [3] sees this as a voting process: documents in the collection are ranked in
response to the query, and then each document retrieved that is associated with
a candidate is seen as a vote for that candidate to be retrieved for the query.

The retrieval performance of an expert search system is very important. In-
deed, expert search has been a retrieval task in the Enterprise tracks of the Text
REtrieval Conferences (TREC) since 2005 [4], aiming to evaluate state-of-the-
art expert search approaches. This effort has generated two test collections for
expert search, namely the W3C collection, and the CERC collection.

Several important factors have been investigated that can impact the re-
trieval performance of an expert search system. Firstly, the manner in which the
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evidence of expertise in the associated documents of each candidate are combined
has an impact on the retrieval performance of the expert search system [3,5]. Sec-
ondly, it has been shown several times that the retrieval performance of an expert
search system can be improved if the means by which the topicality of a docu-
ment to a query is improved [6,7,8,9]. The better the expert search system is able
to identify only on-topic documents in the corpus, the more likely it is that the
inferences of expertise that can be drawn from the documents will be correct -
i.e. off-topic documents will not give erroneous votes to non-relevant candidates.
Moreover, various past research has applied query expansion [6,8,9], document
structure [6,7] and proximity of query terms in documents to improve the under-
lying document retrieval system [6,10]. Thirdly, various research in expert search
has observed that the quality of the candidate profiles has a major impact on
the retrieval performance of the expert search system [11,12]. In particular, if
one or more documents about the query topic which should be associated to
a relevant candidate are omitted, then retrieval performance can be impaired.
Indeed, the principle of accumulation of evidence suggests it is better to obtain
as much expertise evidence as possible for a candidate.

In the area of Web IR, documents usually have a notion of quality associated
with them. For example, a document that is linked to by many other documents
is considered to be more authoritative about a topic than another less linked
document, or a document that has a short URL is likely to be a homepage
which users prefer. Web IR retrieval systems often take such sources of evidence
into account when ranking Web documents, to improve the retrieval performance
of the search engine [13,14].

In a similar vein, the aim of this work is to investigate a new aspect of the
expert search system, which is the identification of high-quality evidence in the
candidate profiles. We believe that if a notion of high-quality expertise evidence
for a candidate can be defined, then this evidence can be successfully taken into
account when ranking candidate experts. For instance, a document which is the
homepage of a candidate is more likely to contain useful evidence of expertise
than the minutes of a meeting that the candidate attended. However, it is not
necessarily safe to remove all meeting minutes from all the candidate profiles, as
this could prevent a relevant candidate from being retrieved for a difficult query.
Instead, it is safer to weight higher (i.e. give stronger votes) the documents in a
profile that we believe bring more expertise evidence about the candidate.

In this paper, we propose five techniques to predict the quality documents in
candidate profiles, which are likely to be good indicators of expertise. We carry
out the experiments with integrating these technique using the Voting Model
for expert search, because the voting paradigm provides a natural and flexible
mechanism to incorporate such additional evidence into an expert search system.
This paper is structured as follows: Section 2 reviews models for expert search,
and defines the voting technique we apply in this work; Section 3 proposes the five
techniques to determine the quality expertise evidence in candidate profiles; We
detail the experimental setting, including the test collections used in Section 4;
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Section 5 provides results and analysis of the proposed techniques; We make
concluding remarks in Section 6.

2 Expert Search

There are two requirements for an expert search system: a list of candidate
persons that can be retrieved by the system, and some textual evidence of the
expertise of each candidate to include in their profile. In most Enterprise settings,
a staff list is available and this list defines the candidate persons that can be
retrieved by the system. Candidate profiles can be created either explicitly or
implicitly: candidates may explicitly update their profile with an abstract or
list of their skills and expertise; or alternatively, the expert search system can
implicitly and automatically generate each profile from a corpus of documents.
This documentary evidence can take many forms, such as intranet documents,
documents or emails authored by the candidates, or even emails sent by the
candidate or web pages visited by the candidate (see [3] for an overview). In
this work, the profile of a candidate is considered to be the set of documents
associated with the candidate.

Once a profile of evidence has been identified for every expert, these can then
be used to rank candidates automatically in response to a query. Various expert
search approaches were proposed by participants of the TREC 2005 and TREC
2006 Enterprise tracks. These include that of Balog et al., who proposed the use
of language models in expert search [5]. They proposed two models for expert
search, however the approach is limited to the use of language modelling to
provide the estimates for the relevance of a document to the query. Similarly to
Balog et al., Fang and Zhai [15] applied relevance language models to the expert
search task. In contrast, the probabilistic approach proposed by Cao et al. [16]
and the hierarchical language models proposed by Petkova and Croft [6] do not
consider expertise evidence on a document level, but instead work on a more
fine-grained approach using windowing.

Instead, this work uses the Voting Model for expert search proposed by Mac-
donald & Ounis in [3], which considers the problem of expert search as a voting
process. Instead of directly ranking candidates, it considers the ranking of docu-
ments, with respect to the query Q, denoted by R(Q). The ranking of candidates
can then be modelled as a voting process, from the retrieved documents in R(Q)
to the profiles of candidates: every time a document is retrieved and is associ-
ated with a candidate, then this is a vote for that candidate to have relevant
expertise to Q. The ranking of the candidate profiles can then be determined by
aggregating the votes of the documents. Twelve voting techniques for ranking
experts were defined in [3], each employing various sources of evidence that can
be derived from the ranking of documents with respect to the query topic.

In this work, we only use the expCombMNZ voting technique [3], because
it provides effective and robust results across several expert search test col-
lections and document weighting models - for example experiments applying
various voting techniques combined with BM25, PL2 and DLH13 showed that
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expCombMNZ is not only one of the best voting techniques, but that it is sta-
ble across different document weighting model [7]. expCombMNZ ranks can-
didates by considering the sum of the exponential of the relevance scores of
the documents associated with each candidate’s profile. Moreover, it includes a
component which takes into account the number of documents in R(Q) asso-
ciated to each candidate, hence explicitly modelling the number of votes made
by the documents for each candidate. Hence the relevance score of a candidate
expert C with respect to a query Q, score cand(C, Q), is:

score cand(C, Q) = ‖R(Q) ∩ profile(C)‖
·

∑

d ∈ R(Q)∩ profile(C)

exp(score(d, Q)) (1)

where profile(C) is the set of documents associated with candidate C, and
score(d, Q) is the relevance score of the document in the document ranking
R(Q). ‖R(Q) ∩ profile(C)‖ is the number of documents from the profile of
candidate C that are in the ranking R(Q), and exp() is the exponential function.
The exponential function boosts candidates that are associated to highly scored
documents (strong votes).

Documents are ranked using the DLH13 document weighting model [17] from
the Divergence from Randomness (DFR) framework. We chose to experiment
using DLH13 because it has no term frequency normalisation parameter that re-
quires tuning, as this is assumed to be inherent to the model. Hence, by applying
DLH13, we remove the presence of any term frequency normalisation parameter
in our experiments. Moreover, as mentioned above, it performs comparably to
BM25 and PL2 when combined with expCombMNZ on this task [3,7].

3 Quality Evidence in Candidate Profiles

As described in the introduction, there are three factors that can have a major
impact on the retrieval performance of an expert search system. Firstly, the
technique used to generate the initial ranking of documents R(Q) has an impact
on the retrieval performance of the expert search system. Previous work has
shown that applying various document retrieval enhancing techniques (such as
query expansion) results in a better ranking of candidates [6,7,8,9].

Secondly, the technique used to aggregate the document votes into a ranking
of candidates also has a bearing on the retrieval performance. Of the twelve
voting techniques described in [3], only some techniques produce a good retrieval
performance, of which we use expCombMNZ in this work for the reasons detailed
in Section 2.

Lastly, the quality of the candidate profiles used in an expert search system
can have a major impact on the retrieval performance of the system. Due to
the ambiguity of names, obfuscation of email addresses etc., the authorship of a
document is difficult to generically identify in a heterogeneous corpus. Hence, if
an on-topic document is not associated with its author (say), then that candidate
will not receive a vote from that document.
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In [11], Balog et al. investigated how expertise evidence should be identified
from the emails of the W3C corpus. Interestingly, it was found that being in-
cluded in the CC field on an email was more important than being the author
of an email, for use as expertise evidence. Similarly, in [12], the authors investi-
gated the impact on retrieval performance of the method of identifying expertise
evidence for each candidate. For instance, they compared the effectiveness of an
expert search system when candidates were identified by their full names, by
their emails or by their last-name alone in the documents. They found that the
choice of identification method had a major impact on the performance of the
expert search system, and that the most exact form of identification (full name)
gave the best retrieval performance.

For this work, we aim not to investigate the identification of profile evidence for
candidates, but instead to determine which part of the candidates profiles should
be considered as quality expertise evidence. This is similar to the notion of qual-
ity documents that exists in the Web IR field, where techniques such as, to name
but a few, link analysis and URL length can be used as measures of the qual-
ity of a document. As mentioned in Section 1, the central idea of this paper is
to take into account a quality measure in assessing the documents within a can-
didate profile. In particular, we propose measures that predict the high quality
expertise evidence in a candidate’s profile. The central hypothesis of this paper
is that by identifying and weighting quality expertise evidence in the candidate
profiles, the retrieval performance of the expert search system will be improved.
In this work we propose five different techniques for identifying high quality ex-
pertise evidence within a candidate profile. While all techniques depend on the
document, some techniques take into account the query, and/or the name of the
candidate. The techniques include Web IR techniques such as URL Length and
document Inlinks, as well as techniques that examine the proximity of the query
to occurrences of the candidate’s name, attempt to identify each candidate’s home
page, and lastly determine if a document is about a central interest of a candidate
by using clustering. These are detailed in Sections 3.1-3.4 below.

We can compute a score for each of the above sources of evidence of a qual-
ity document in a candidate profile, which is denoted as Qscore(d, C, Q), and
integrate it with the expCombMNZ voting technique as follows:

score cand(C, Q) = ‖R(Q) ∩ profile(C)‖ (2)

·
∑

d ∈ R(Q)∩ profile(C)

exp(score(d, Q) + ω · Qscore(d, C, Q))

where ω is a parameter. Note that if Qscore is 0, then the candidate still re-
ceives a vote equivalent to the relevance score of the document. In this way, no
expertise evidence is removed and the principle of accumulation of evidence is
upheld. Note also that Equation (2) is only one way in which the measures of
quality could be integrated - other ways may exist that might improve the over-
all effectiveness of the expert search system, but for the purpose of this paper
our main objective is to ascertain to which extent taking into account the qual-
ity evidence within a profile is important. In the remainder of this section, we
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detail each proposed technique for identifying quality documents, and explain
how they can be weighted and the resultant Qscore integrated into the applied
voting technique.

3.1 Candidate Homepages

Usually, the homepage of a person contains personalised information, particu-
larly about professional interests and role in the organisation, while in a research
environment, it may also contain the titles of their publications. If the corpus
contains webpages that could be seen as the candidate’s homepage, then we can
assume that this page has good evidence of the candidate’s expertise. We be-
lieve that this is a form of high quality evidence of expertise, which should be
weighted higher if it matches an expert search query.

Both the TREC W3C and CERC collections pose a problem for the iden-
tification of candidate homepages, for various reasons. In the W3C collection,
not all candidates are employed by the W3C and hence only some candidate
have homepages within the w3c.org domain, even though the URL location of
the homepages of the candidates that have them is fairly predictable. For the
CERC collection, not all staff have homepages, and the form of the URL of these
vary from person to person. Some employees have personal homepages that they
maintain, while others have just database-managed pages detailing their research
interests. However, the problem here is that these are difficult to identify from
the URL structure, due to the compartmentalised nature of the CSIRO organi-
sation (e.g. different research divisions), which is mirrored in the different URL
hosts with different directory layouts in the corpus.

In this paper, we propose a general technique to identify homepages in both
of the test collections used. It is based on the assumption that pages such as a
candidate’s homepage (or the candidate’s research interests page) will often have
anchor text linking to that page containing predominantly the candidate’s name.
To identify these homepages, we firstly build an index for all documents that
consists only of the anchor text of the incoming hyperlinks to each document.
Then, for each candidate, we construct a phrasal search query using the exact
full name of the candidate. This query is then run on the anchor-text index,
giving a ranking of predicted homepages for each candidate, and a score for
the document as calculated by a document weighting model. For efficiency, this
procedure can be done offline, before retrieval. During expert search, votes from
the predicted homepage documents are strengthened.

We integrate this homepage evidence into the expCombMNZ voting technique
(Equation (2)) by calculating Qscore as follows:

QscoreHP (d, C, Q) = scoreAnchor(name(C), d) (3)

where scoreAnchor(name(C), d) is the score calculated by the document weight-
ing model on the anchor text only index, for document d and the query being
the name of the candidate. To remain consistent with score(d, Q), we use the
DLH13 document weighting model to generate scoreAnchor(name(C), d).
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3.2 Candidate-Name and Query Proximity

Some types of documents can have many topic areas and many occurrences of
candidate names (for instance, the minutes of a meeting). In such documents, the
closer a candidate’s name occurrence is to the query terms, the more likely that
the document is a high quality indicator of expertise for that candidate [6,16].

We define Qscoreprox(d, C, Q) in terms of the DFR term proximity docu-
ment weighting model [10]. The term proximity model is designed to measure
the informativeness in a document of a pair of query terms occurring in close
proximity. We adapt this to the expert search task and into the expCombMNZ
voting technique (Equation (2)), by measuring the informativeness of a query
term occurring in close proximity to a candidate’s name, as follows:

Qscoreprox(d, C, Q) =
∑

p=name(C)×t∈Q

score(d, p) (4)

Here p is a tuple of a term t from the query and the full name of candidate C.
score(d, p) can be calculated using any DFR weighting model [10], however, for
efficiency reasons, we use a model that does not consider the frequency of tuple
p in the collection but only in the document:

score(d, p) =
1

pfn + 1
·
(

− log2 (avg w − 1)! + log2 pfn!

+ log2(avg w − 1 − pfn)!
− pfn log2(pp) (5)

− (avg w − 1 − pfn) log2(p
′
p)

)

where avg w = T−N(ws−1)
N is the average number of windows of size ws tokens in

each document in the collection, N is the number of documents in the collection,
and T is the total number of tokens in the collection. pp = 1

avg w−1 , p′p =
1 − pp, and pfn is the normalised frequency of the tuple p, as obtained using
Normalisation 2 [10]: pfn = pf · log2(1 + cp · avg w−1

l−ws ). In Normalisation 2, pf
is the number of windows of size ws in document d in which the tuple p occurs.
l is the length of the document in tokens and cp > 0 is a hyper-parameter
that controls the normalisation applied to pfn frequency against the number of
windows in the document.

3.3 URL Length and Inlinks

In order to ascertain the high quality documents within a candidate profile, we
apply sources of evidence inspired by work in the Web IR field about measuring
the quality of a web page. In a Web IR setting, a document with many incoming
links is likely to be of good quality, and indeed, link information within Enterprise
settings has previously been found to be useful in intranet search [18,19].

In adapting this evidence to expert search, we assume that documents with
shorter URLs are of higher importance and quality in the organisation, and
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that evidence of expertise obtained from them is of more importance. Similarly,
documents with more inlinks are likely to be of good quality, and of more use in
an expert search system. Note that most link analysis techniques (e.g. PageRank
and Absorbing Model) have been shown to be strongly correlated to a simple
count of the number of incoming hyperlinks (inlinks) to each document [20]. For
this reason, in this paper we only use inlinks.

We follow Craswell et al. [14] by integrating URL path length and inlinks
into the expCombMNZ voting technique (Equation (2)) using two saturation
functions, respectively:

QscoreURL(d, C, Q) =
κ

κ + URLPathLength(d)
(6)

QscoreInlinks(d, C, Q) =
κ · β · Inlinks(d)
κ + β · Inlinks(d)

(7)

where URLPathLength(d) is the number of characters in the path component of
the URL of document d, κ is a parameter, Inlinks(d) is the number of incoming
hyperlinks to document d, and β = N∑

d Inlinks(d) , in which N is the number of
documents in the collection. The purpose of β is to ensure that the mean of the
inlinks distribution is 1.

3.4 Clustering of Candidate Profiles

Candidates can have many areas of expertise over the timespan of the organisa-
tion, and this can be measured as topic drift in their candidate profiles [9]. In this
work, we use clustering to identify the main interests of each candidate, particu-
larly for these prolific candidates. By clustering a candidate profile, the main ex-
pertise areas of the candidate should be reflected as the largest clusters. Votes for
the candidate to be retrieved by documents that are about one of the candidate’s
main interests (i.e. one of the larger clusters) should be higher weighted.

In particular, in this paper we use a single-pass clustering algorithm to cluster
the profiles of candidates who have more than θ documents in their profile. In the
clustering, the cluster distance is defined as the Cosine between the average of
each clusters. The clusters obtained are then ranked by the number of documents
they contain, and we select the largest K clusters as representatives of the central
interests of the expert. We integrate this evidence into the expCombMNZ voting
technique (Equation (2)):

QscoreCluster(d, C, Q) =
{ 1

cluster(d,C) if cluster(d, C) ≤ K

0 otherwise
(8)

where cluster(d, C) is the rank of the cluster in which document d occurred
for candidate C (largest cluster has rank 1). The above integration of cluster
expertise evidence into the voting technique strengthens votes from documents
which are found in larger clusters in the profile of candidate c, because the largest
clusters are assumed to be the candidate’s strongest expertise area. Note that if a
document d does not occur in the top K clusters, then QscoreCluster(d, C, Q)=0,
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i.e. its vote is not strengthened further. Moreover, if no clustering has been
applied for the candidate (i.e. they have less than θ documents in their profile),
then QscoreCluster(d, C, Q) = 0.

In the remainder of this paper, we experiment with the proposed techniques
for identifying quality evidence in the candidate profiles. In particular, we
define the experimental setup of our experiments in the next section. Results
and conclusions follow in Sections 5 and 6, respectively.

4 Experimental Setup

Our experiments are carried out in the setting of the Expert Search task of the
TREC Enterprise tracks, namely 2005, 2006 and 2007. For TREC 2005 and 2006,
the document collection used was a crawl of the World Wide Web Consortium
(W3C), a virtual Internet organisation responsible for HTML, XML standards
and the like. For TREC 2007, a different and more realistic corpus, known as
CERC, was introduced, which is a crawl of the website of Commonwealth Sci-
entific and Industrial Research Organisation (CSIRO). CSIRO is the national
government body for scientific research in Australia. In terms of measuring re-
trieval performance, we use the Mean Average Precision (MAP) measure for
all tasks. Moreover, for TREC 2005 and TREC 2006 for which there are gen-
erally more than 10 relevant candidates per-topic, we measure for Precision at
10 (P@10). In the CERC collection, in which there are typically less than 10
relevant candidates per topic, we measure Mean Reciprocal Rank (MRR).

Table 1. Statistics of the TREC W3C and CERC Enterprise research test collections

Statistic W3C CERC

# of Documents 331,037 370,715
# of Topics 99 50
# of Candidates 1,092 3,490
Average Profile Size (# of Documents) 913.2 217.7
Largest Profile Size (# of Documents) 88,080 62,285

The TREC W3C and CERC collections are indexed using Terrier [21], remov-
ing standard stopwords and applying the first two steps of Porters stemming
algorithm. Moreover, we add onto each document, the anchor text of the incom-
ing hyperlinks from other documents in the corpus. For the calculation of the
clustering Qscore, we apply K = 10 and θ = 30, because for prolific persons, 10
areas of expertise would seem intuitive for most people. The setting of all other
Qscore parameters is described in the following section. To identify the profile
of documents to represent each candidate, we search for each candidate’s full
name in the corpus. For the CERC test collection, where no initial list of candi-
dates is provided, candidates are initially identified by the presence of an email
address in the form firstname.lastname@csiro.au in the corpus. Statistics of
the W3C and CERC test collections are given in Table 1.
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5 Experimental Results

In our experiments, we are not focused on the particular integration of the
Qscore with expCombMNZ. Instead, we wish to see if any benefit is possible in
applying that evidence. For this reason, we firstly train to maximise MAP on
the set of topics being tested. Secondly, we use a more realistic setting, where for
TREC 2006 we train using the TREC 2005 topics, and for TREC 2007, we train
using the TREC 2005 and 2006 topics combined (even though it is not the same
corpus). Appendix 1 details the obtained parameters for all settings. Table 2
presents the results of our experiments. On the first row, the median MAP is
shown. Our baseline is the retrieval performance achieved by applying DLH13
with expCombMNZ. It can be seen that this baseline is markedly above the
median performance of all participating groups (except MRR for TREC 2007).
In particular, for TREC 2005 and TREC 2006, this baseline would have been
ranked in the top three automatic title-only runs, and in the top four for TREC
2007 automatic title-only runs. The remainder of the table presents the retrieval
performance of each proposed technique for identifying quality expertise. For the
columns denoted ‘/test’, the parameters have been trained on the test set, while
‘/train’ denotes when the parameters were trained using a separate test set of
topics, as detailed above.

Table 2. Results for TREC 2005, 2006 and 2007 expert search tasks, when trained
on the test set. Significant increases over the baseline are denoted > (p < 0.05) and
� (p < 0.01) respectively. ‘/test’ and ‘/train’ denote whether the parameters for the
quality evidence techniques were trained using the test set or a separate training set.

TREC Year 2005/test 2006/test 2006/train 2007/test 2007/train
MAP P@10 MAP P@10 MAP P@10 MAP MRR MAP MRR

Median 0.1402 - 0.3412 - 0.3412 - 0.2468 0.5011 0.2468 0.5011

Baseline 0.2040 0.3100 0.5502 0.6837 0.5502 0.6837 0.3519 0.4730 0.3519 0.4730

+ Prox 0.2155 0.3200 0.5621> 0.6878 0.5427 0.6551 0.4319� 0.5742� 0.3688 0.4891
+ URL 0.2232� 0.3300 0.5565 0.7020 0.5657 0.7000 0.3779> 0.5309> 0.3683 0.5015
+ Inlinks 0.2212� 0.3540� 0.5600 0.6857 0.5522 0.6755 0.3654 0.4847 0.3474 0.4778
+ Clusters 0.2324> 0.3420 0.5517 0.6816 0.4830 0.6020 0.3915> 0.5400 0.3584 0.4726
+ Homepage 0.2040 0.3100 0.5530 0.6837 0.5501 0.6837 0.3885 0.5334 0.3463 0.4569

On the optimal setting (‘/test’), the Proximity quality evidence performs well,
particularly on the CERC collection. URL and Inlinks evidence also appear to
be reliable at discriminating between high and low quality expertise evidence
in the candidate profiles. For the homepage, the results are mixed: it improves
retrieval performance on the TREC 2007 collection (suggesting that many of the
CSIRO experts do have homepages); for TREC 2005 and 2006, there are only
minor differences in performance. By further examination of the W3C corpus,
there are only 58 candidates from the 1092 in the collection are staff mem-
bers of the W3C, therefore this evidence does not apply well in this case. Lastly,
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the clustering provides significant improvements for MAP on the TREC 2005
and TREC 2007 topic sets, while for TREC 2006 there is little change. For the
plausible training (‘/train’), Table 2 shows the performance is slightly less than
the optimal training, the results are still similar. In particular, proximity and
URL are the best indicators, followed by clustering. Again, the homepages and
inlinks did not bring much difference in retrieval performance. The slightly lower
performance of the clustering on TREC 2007 is explained by the fact that the
combined TREC 2005 + 2006 topics are not a good training set for this quality
evidence.

Overall, as mentioned above, our main aim was not to propose how to combine
the quality evidences with the proposed voting technique. However, given that
the retrieval performance could be improved in the future by better combinations
and further training of parameters, some of the proposed quality evidences, such
as proximity and clustering, seem very promising. In particular, the best setting
for proximity on the TREC 2007 topics would have been ranked 2nd out of the
submitted automatic title-only runs that year.

6 Conclusions

In this paper we have proposed five techniques to predict the quality of docu-
ments within a candidate’s profile in the expert search task. We have thoroughly
tested these techniques using two test collections and three TREC topic sets.
The experiments show that among them, the novel clustering and proximity
techniques seem very promising. However, in contrast to Web search settings,
various Web IR features such as URL and Inlinks did not exhibit large increases
in performance.

It is of interest that in the field of Web IR, it is natural to learn document
features based on their occurrence in a set of relevance assessments. However,
in the expert search task only the final outcome of the expert search system is
evaluated. None of the three important performance-affecting factors described
in this paper (see abstract, Sections 1 & 3) can be directly evaluated, making it
particular difficult to have a complete overview of the performance of the system.
While the initial steps taken in [22] work towards a more complete evaluation,
perhaps in the future, the evaluation methodology can evolve to provide enough
details such that a thorough failure analysis can be conducted and conclusions
can be drawn about all components of an expert search system.
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Appendix 1: Parameters

Table 3. Trained parameters, headings are as in Table 2: Proximity trained using
manual scanning; other techniques trained using simulated annealing process for MAP

TREC Year 2005/test 2006/train 2006/test 2007/train 2007/test

Prox ω = 1 ws = 20 cp = 0.1 ω = 1 ws = 10 cp = 0.01 ω = 1 ws = 20 cp = 0.0001 ω = 0.5 ws = 200 cp = 1
URL ω = 14.12 κ = 99.78 ω = 12.22 κ = 70.03 ω = 8.27 κ = 9.82 ω = 18.41 κ = 85.44
Inlinks ω = 5.88 κ = 0.39 ω = 3.04 κ = 3.31 ω = 4.55 κ = 0.59 ω = 5.74 κ = 2.13
Clusters ω = 6.50 ω = 0.80 ω = 3.87 ω = 1.74
Homepage ω = 0.004 ω = 0.067 ω = 0.03 ω = 0.25
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Abstract. Since the introduction of the Enterprise Track at TREC in
2005, the task of finding experts has generated a lot of interest within
the research community. Numerous models have been proposed that rank
candidates by their level of expertise with respect to some topic. Com-
mon to all approaches is a component that estimates the strength of the
association between a document and a person. Forming such associa-
tions, then, is a key ingredient in expertise search models. In this paper
we introduce and compare a number of methods for building document-
people associations. Moreover, we make underlying assumptions explicit,
and examine two in detail: (i) independence of candidates, and (ii) fre-
quency is an indication of strength. We show that our refined ways of
estimating the strength of associations between people and documents
leads to significant improvements over the state-of-the-art in the end-to-
end expert finding task.

1 Introduction

Since the launch of the TREC Enterprise track [4, 10] there has been a lot of
work on models, algorithms, and evaluation methodology for the expert finding
task, i.e., the task of returning a list of people within some given organization
that are ranked by their expertise on some given topic. A feature shared by many
of the models proposed for ranking people with respect to their expertise on a
given topic is their reliance on associations between people and documents. E.g.,
if someone is strongly associated with an important document on a given topic,
this person is more likely to be an expert on the topic than someone who is not
associated with any documents on the topic.

Despite the important role of associations between candidate experts (from
now on: “candidates”) and documents for today’s expert finding models, such
associations have received relatively little attention in the research community.
Various methods have been used for estimating the strength of associations,
and these approaches come in two kinds: (i) set-based, where the candidate is
associated with a set of documents (all with equal weights), in which (s)he is
mentioned, and (ii) frequency-based, where the strength of the association is
proportional to the number of times the candidate is mentioned in the document.

While a number of techniques have already been used to estimate the strength
of association between a person and a document, these have never been compared.
This gives rise to the research questions that we seek to answer in this paper: What
is the impact of document-candidate associations on the end-to-end performance
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of expert finding models? What are effective ways of capturing the strength of
these associations? How sensitive are expert finding models to different document-
candidate association methods?

To answer our research questions, we use two principal expert search strategies
(so-called candidate and document models), that cover most existing approaches
developed for expert finding. Our models are based on generative language model-
ing techniques, which is a specific choice, but the need for estimating the strength
of the association between document-candidate pairs is not specific to our models.
Other approaches also include this component, not necessarily in terms of prob-
abilities, but as a score or weight. Given these models, we study, and systemati-
cally compare, various association methods. To this end we first discuss the boolean
model, which is a simple yet effective way of forming associations, and serves as
our baseline approach to person-document associations.

Then we lift an assumption that underlies this method—the independence of
candidates—, and use term weighting schemes familiar from Information Re-
trieval. The strategy we follow is this: we treat candidates as terms and view the
problem of estimating the strength of association with a document as an impor-
tance estimation problem: how important is a candidate for a given document.
Specifically, we consider TF, IDF, TFIDF, and language models.

As a next step, we examine a second assumptions underlying (at least some)
document-person association methods: that frequency is an indication of strength.
First, we consider lean document representations that contain only candidates,
while all other terms are filtered out. We find that it seriously impacts the per-
formance of some expert-finding models (esp. candidate models) while it affects
others to a far lesser degree (esp. document models).

Then, to grasp the effect of using the frequency of a candidate, we propose
a new person-document association approach, where instead of the candidate’s
frequency, the semantic relatedness of the document and the person is used.
This is achieved by comparing the language model of the document with the
candidate’s profile. We find that frequencies succeed very well at capturing the
semantics of person-document associations.

The remainder of the paper is organized as follows. In Section 2 we discuss
related work. We describe our expert search models in Section 3 and our exper-
imental setup in Section 4. We compare multiple people-document association
methods, and report our results in Section 5. We conclude in Section 6.

2 Related Work

In this section we focus on expertise retrieval approaches developed and pub-
lished since the launch of the TREC Enterprise Track in 2005. For an overview
of expertise finding systems in organizations we refer the reader to [12].

There are two principal approaches to expert finding, which have been first
formalized and extensively compared in [1], and are referred to as candidate and
document models. Most systems that took part in the 2005 and 2006 editions of
the Expert Finding task at TREC implemented (variations on) one of them; see
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[4, 10]. Candidate-based approaches (also referred to as profile-based methods
in [5] or query-independent approaches in [9]) build a textual (usually term-
based) representation (profile) of candidate experts, and rank them based on the
relevance of a query, using traditional ad-hoc retrieval models [1, 5, 6, 7, 8, 9].
Document-based models (called query-dependent approaches in [9]) first locate
documents on the topic and then find the associated experts [1, 2, 3, 5].

Common to all approaches is that documents and candidates need to be
linked, whether these associations are made explicit or encoded in the mod-
els. Association methods come two kinds: (i) set-based, where the candidate is
associated with a set of documents (all with equal weights), in which (s)he occurs
[7, 8], and (ii) frequency-based, where the strength of the association is propor-
tional to the number of times the candidate occurs in the document [1, 5, 6, 9].

In [7, 8] candidate profiles are constructed based on a set of documents in
which the person’s name or email address occurs. The candidate’s identifier(s)
(name and/or e-mail address) are used as a query, and relevant documents con-
tribute to this set of profile documents. These approaches do not quantify the
strength of the document-candidate associations, thus use them implicitly. In
our setting this corresponds to the boolean model of associations (Section 5.1),
i.e., a person is either associated with a document or not.

Document-based expert finding models often employ language models (LMs)
[1, 2, 3, 5, 9] and the strength of the association between candidate ca and
document d is expressed as a probability (either p(d|ca) or p(ca|d)). In [1], these
probabilities are calculated using association scores between document-candidate
pairs. The scores are computed based on the recognition of the candidate’s name
and e-mail address in documents. In [5, 9], p(d|ca) is rewritten in terms of p(ca|d),
using Bayes’ rule, then the candidate’s representations are treated as a query
given the document model. This corresponds to our LM approach in Section 5.2.
The two-stage LM [2, 3] includes a co-occurrence model, p(ca|d, q), which is
calculated based on the co-occurrence of the person with one or more query
terms in the document or in the same window of text. When co-occurrence
is calculated based on the full body of the document, the query is not taken
into account and document-candidate associations are estimated using LMs,
where documents contain only candidate identifiers. This corresponds to our
lean documents approach using LMs in Section 5.3.

The candidate-generation model in [5] covers the two-stage LM approach of
[3], but it is assumed that the query q and candidate ca are independent given
the document d, i.e., p(ca|d, q) ≈ p(ca|d). The document model in [1] (Model 2 in
Section 3) makes the same assumption. That implies that we build associations
on the document level only, and leave an exploration of candidate-“text snippet”
associations (co-occurrence on the sub-document level) for future work.

3 Modeling Expert Search

In this section we briefly describe two models for expert finding, taken from
[1]. These two models cover both expert search strategies; moreover, they are
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principled, and nicely demonstrate how the document-association component
fits into the picture. We should point out that these models consider document-
candidate associations on the document level only.

3.1 Model 1: Candidate Model

Model 1 builds a textual representation of a candidate ca using a multinomial
unigram language model θca. This model is used to predict how likely a candidate
would produce a query q:

p(q|θca) =
∏

t∈q p(t|θca)n(t,q) (1)

where each term t in the query q is sampled identically and independently, and
n(t, q) is the number of times t occurs in q.

The candidate model is constructed as a linear interpolation of an empiri-
cal model p(t|ca), and the background model p(t) to ensure there are no zero
probabilities:

p(t|θca) = (1 − λ) · p(t|ca) + λ · p(t), (2)

where parameter λ controls the amount of smoothing applied.
Using the associations between a candidate and a document, the probability

p(t|ca) can be approximated by p(t|ca) =
∑

d p(t|d) ·p(d|ca), where p(d|ca) is the
probability that candidate ca generates supporting document d, and p(t|d) is the
probability of term t occurring in document d (calculated using the maximum-
likelihood estimate of a term). The final estimation of Model 1 is:

p(q|θca) =
∏

t∈q

{
(1 − λ) ·

(∑
d p(t|d) · p(d|ca)

)
+ λ · p(t)

}n(t,q)
(3)

3.2 Model 2: Document Model

Under this model, we can think of the process of finding an expert as follows.
Given a collection of documents ranked according to the query, we examine each
document and if relevant to our problem, we then see who is associated with that
document. Conceptually, Model 2 differs from Model 1 because the candidate is
not directly modeled. Instead, it assumes that q and ca are independent given
d, the document acts like a “hidden” variable in the process which separates the
query from the candidate. Formally, this can be expressed as

p(q|ca) =
∑

d p(q|d) · p(d|ca) (4)

The probability of a query given a document p(q|d) is estimated by inferring a
document language model θd for each document d:

p(t|θd) = (1 − λ) · p(t|d) + λ · p(t) (5)

where p(t|d) is the probability of the term in the document. The probability of
a query given the document model is:

p(q|θd) =
∏

t∈q p(t|θd)n(t,q) (6)
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The final estimate of Model 2, then, is:

p(q|ca) =
∑

d

{∏
t∈q

(
(1 − λ) · p(t|d) + λ · p(t)

)n(t,q)}
· p(d|ca) (7)

3.3 Document-Candidate Associations

In Model 1 and 2 the association between candidate ca and document d is ex-
pressed as p(d|ca), the probability of the document given the candidate. We
apply Bayes’ rule to rewrite it:

p(d|ca) =
p(ca|d) · p(d)

p(ca)
(8)

This allows us to incorporate document and candidate priors into the association
component. We leave the estimation of document and candidate priors to future
work and assume that p(d) and p(ca) are uniformly distributed. Hence, our task
boils down to estimating of p(ca|d). The reading of p(ca|d) is different for the two
models. For Model 1, it reflects the degree to which the candidate’s expertise is
described using this document. For Model 2, it provides a ranking of candidates
associated with a given document d, based on their contribution made to d.

4 Experimental Setup

4.1 Test Collection

We use the test sets of the 2005 and 2006 editions of the TREC Enterprise
track [4, 10]. The document collection used is the W3C corpus [11], a heteroge-
nous document repository containing a mixture of document types crawled from
the W3C site. We used the entire corpus, and handled all documents in the
same way, as HTML documents. We did not resort to any special treatment of
document types, nor did we exploit the internal document structure that may
be present; instead, we represented all documents as plain text. We removed a
standard list of stopwords, but did not apply stemming.

The TREC Enterprise 2005 topics (50) are names of working groups within
the W3C. Members of a working group were regarded as experts on the corre-
sponding topic. The 2006 topics (55) were contributed by TREC participants
and assessed manually. We used only the titles of the topic descriptions.

We evaluate the methods with mean average precision (MAP), the official
measure of the expert finding task at TREC.

4.2 Person Name Identification

In order to form document-candidate associations, we need to be able to rec-
ognize candidates’ occurrences within documents. In the TREC setting, a list
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of possible candidates is given, where each person is described with a unique
person id, one or more names, and one or more e-mail addresses. While this is a
specific way of identifying a person, and different choices are also possible (e.g.,
involving social security number instead of, or in addition to, the representations
just listed), nothing in our modeling depends on this particular choice.

The recognition of candidate occurrences in documents (through one of these
representations) is a restricted information extraction task. In [2], six match
types (MT) of person occurrences are identified:

MT1 Full name (e.g., Ritu Raj Tiwari and Tiwari, Ritu Raj);
MT2 Email name (e.g., rtiwari@nuance.com);
MT3 Combined name (e.g., Tiwari, Ritu R and R R Tiwari);
MT4 Abbreviated name (e.g., Ritu Raj and Ritu);
MT5 Short name (e.g., RRT);
MT6 Alias, New Mail (e.g., Ritiwari and rtiwari@hotmail.com).

In [1], a similar approach is taken, and four types of matching are introduced;
three attempt to identify candidates by name, and one uses email addresses. To
facilitate comparison, we used the resources contributed by Bao et al. [2].1

Some of these matching methods create ambiguity, that is, a name may be
shared by more than one person. To allow us to measure, how this noise in-
troduced affects overall performance, we identify a group of matching methods,
including MT1, MT2, and MT6, where ambiguity is insignificant, and refer to this
set as STRICT matching methods. Using all matching methods is referred as ALL.

We replaced all candidate occurrences (name and email address) with a unique
candidate identifier, which was then treated as a term in the document.

5 Establishing Document-Candidate Associations

In this section we address the problem of estimating p(ca|d), the strength of the
association between a document and a candidate.

5.1 The Boolean Model of Associations

Under the boolean model, associations are binary decisions; they exist if the
candidate occurs in the document, irrespective of the number of times the person
or other candidates are mentioned in that document. We simply set

p(ca|d) =
{

1, n(ca, d) > 0
0, otherwise, (9)

where n(ca, d) denotes the number of times the candidate’s identifier appears in
the document. It can be viewed as a set-based approach, analogously to [7], where
a candidate is associated with a set of documents: Dca = {d : n(ca, d) > 0}.

The boolean model is the simplest way of forming document-candidate associ-
ations. Simplicity comes at the price of two potentially unrealistic assumptions:
1 URL: http://ir.nist.gov/w3c/contrib/

http://ir.nist.gov/w3c/contrib/
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– Candidate independence. Candidates occurring in the document are in-
dependent of each other, and are all equally important given the document.
The model does not differentiate between people that occur in its text.

– Position independence. The strength of the association between a can-
didate and a document is independent of the candidate’s position within
the document. Positional independence is equivalent to adopting the bag of
words representation: the exact ordering of candidates within a document is
ignored, only the number of occurrences is stored.

Common sense tells us that not all candidates mentioned in the document are
equally important. Similarly, not all documents, in which a candidate occurs,
describe the person’s expertise equally well. For example, a person who is listed
as an author of the document should be more strongly associated with the doc-
ument, than someone who is only referred to in the body of the document. This
goes against the candidate independence assumption. If we take into account
that authors are also listed at the top or bottom of documents, the previous
example also provides evidence against the position independence assumption.

In this paper, we stick with the position independence assumption, and leave
the examination of that to further work. However, intuitively, candidate inde-
pendence may be too strong an assumption. Therefore, we drop it as our next
step, and discuss ways of estimating a candidate’s importance given a document.
In other words, our aim is a non-binary estimation of p(ca|d).

5.2 Modeling Candidate Frequencies

Our goal is to formulate p(ca|d) in such a way that it indicates the strength of
the association between candidate ca and document d. The number of times a
person occurs in a document seems to be the most natural evidence supporting
the candidate being strongly associated with that document. This leads us to a
new assumption: the strength of the association is proportional to the number
of times the candidate is mentioned in the document.

A commonly employed technique for building document-candidate associa-
tions is to use the candidate’s identifiers as a query to retrieve documents. The
strength of the association is then estimated using the documents’ relevance
scores [5, 9]. This way, both the recognition of candidates’ occurrences and the
association’s strength estimation is performed in one step. Our approach is sim-
ilar, but limited to the estimation aspect, and assumes that the matching of
candidate occurrences is taken care of by a separate extraction component.

We treat candidate identifiers as terms in a document, and view the problem
of estimating the strength of association with a document as an importance
estimation problem: how important is a candidate for a given document? We
approach it by using term weighting schemes familiar from IR. Specifically, we
consider TF, IDF, and TFIDF weighting schemes from the vector space model,
and also language models. In the following, we briefly discuss these methods and
the rationale behind them.
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Table 1. Candidate mentions are treated as any other term in the document. For each
year-model combination the best scores are in boldface.

ALL MatchTypes STRICT MatchTypes
Method TREC 2005 TREC 2006 TREC 2005 TREC 2006

Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

Boolean .1742 .2172 .2809 .4511 .1858 .2196 .3075 .4704
TF .0684(3) .2014(3) .1726(3) .4408 .0640(3) .2038(2) .1601(3) .4485(1)

IDF .1676 .2480(3) .2488(3) .4488 .1845 .2512(3) .2736(3) .4670

TFIDF .1408(1) .2227 .2913 .4465 .1374(2) .2266 .2828 .4514

LM .0676(3) .2013(3) .1619(3) .4397 .0642(3) .2031(2) .1586(3) .4470(1)

TF. The importance of the candidate within the particular document is pro-
portional to the candidate’s frequency (against all terms in the document):
p(ca|d) ∝ TF (ca, d)

IDF. It models the general importance of a candidate:

p(ca|d) ∝
{

IDF (ca), n(ca, d) > 0
0, otherwise. (10)

Candidates that are mentioned in many documents, will receive lower values,
while those who occur only in a handful of documents will be compensated with
higher values. This, however is independent of the document itself.

TFIDF. A combination of the candidate’s importance within the particular
document, and in general is expected to give the best results.

Language Modeling. We employ a standard LM setting to document retrieval,
using Equation 5. We set p(ca|d) = p(t = ca|θd), which is identical to the
approach in [5, 9]. Our motivation for using language models is twofold: (i) expert
finding models are also using LMs (pragmatic reason), and more importantly,
and (ii) smoothing in language modeling has an IDF effect [13]. Tuning the
value of λ allows us to control the background effect (general importance of the
candidate), which is not possible using TFIDF. Here, we follow standard settings
and use λ = 0.1 [13].

Table 1 presents the MAP scores for Model 1 and 2, using the TREC 2005
and 2006 topics. We report on two sets of experiments, using all (columns 2–
5) and only the unambiguous (columns 6–9) matching methods. The first row
corresponds to the boolean model of associations (Eq. 10), while additional rows
correspond to frequency-based methods.

For significance testing we use a two-tailed, matched pairs Student’s t-test,
and look for improvements at significance levels (1) 0.95, (2) 0.99, and (3) 0.999.
The boolean method is considered as the baseline, against which frequency-based
methods are compared.

Our findings are as follows. First, there is a substantial difference between the
performance on the TREC 2005 and 2006 topic sets. As pointed out in [5], this
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is due to the fact that judgments were made differently in these two years. In
2005, judgments are independent of the document collection, and were obtained
artificially, while topics in 2006 were developed and assessed manually. Second,
it is more beneficial to use rigid patterns for person name matching; the noise
introduced by name ambiguity hurts performance. Hence, from now on we use
the STRICT matching methods. Third, Model 2 performs considerably better
than Model 1. This confirms the findings reported in [1].

As to the association methods, we find that the simple boolean model delivers
excellent performance. The best results (using Model 2 and STRICT matching)
are 0.2196 and 0.4704 for TREC 2005 and 2006, respectively; this beats the
corresponding scores of 0.204 and 0.465 scores of (author?) [5]. However, in [5]
candidate priors are used, and parameters of the models are tuned, while we
use baseline settings. Compared with the official results of the TREC Enterprise
track [4, 10], results produced by our boolean model would be in the top 3 for
2005 and top 10 for 2006. Top performing systems tend to use various kinds of
heuristics, manual topic expansion, and sub-document models.

Surprisingly, in most cases the boolean model performed better than the
frequency-based weighting schemes. The only noticeable difference is for Model
2 using the 2005 topics, where the IDF weighting achieves up to 0.25 MAP. The
explanation of this behavior, again, lies in the nature of the 2005 topic set. Rele-
vant experts in TREC 2006 are more popular in the collection compared to those
identified in TREC 2005 [5], which means that penalizing popular candidates,
which is indeed what IDF does, is beneficial for TREC 2005. Importantly, Model
1 shows much more variance in accuracy than Model 2. In case of the more re-
alistic 2006 topic set, the use of various methods for Model 2 indicate hardly
any difference. To explain this effect, we need to consider the inner workings
of these two strategies. In case of the candidate model (Model 1), document-
candidate associations determine the degree to which a document contributes
to the person’s profile. If the candidate is a “regular term” in the document,
shorter documents contribute more to the profile than longer ones. E.g., if the
person is an author of a document and appears only at the top of the page, a
shorter document influences her profile more than a longer one. Intuitively, a
length normalization effect would be desired to account for this. The boolean
approach adds all documents with the same weight to the profile, and as such,
does not suffer from this effect. On the other hand, this simplification may be
inaccurate, since all documents are handled as if authored by the candidate.

For the document model (Model 2), we can observe the same length normal-
ization effect. E.g., if two documents d1, d2 contain the same candidates, but
have |d1| = 1000 and |d2| = 250, while the relevance scores of these documents
are 1 and 0.5, respectively, then d2 will add twice as much as d1 to the final
expertise score, even though its relevance is lower.

5.3 Using Lean Documents

To overcome the length normalization problem, we propose a lean document
representation, where documents contain only candidate identifiers, and all other
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Table 2. Lean document representation. For each year-model combination the best
scores are in boldface.

Method TREC 2005 TREC 2006
Model 1 Model 2 Model 1 Model 2

Boolean .1858 .2196 .3075 .4704

TF .2141(3) (+234%) .1934 (-5.1%) .3724(3) (+132%) .4654 (+3.7%)
IDF .1845 .2512 .2736 .4670

TFIDF .2304(3) (+67.6%) .2176 (-3.9%) .3380(2) (+19.5%) .4728 (+4.7%)

LM .2102(3) (+227%) .1932 (-4.8%) .3763(3) (+137%) .4627 (+3.5%)

terms are filtered out. This can be viewed as “extreme stopwording,” where all
terms except candidate identifiers are stopwords. Given this representation, the
same weighting schemes are used as before. Calculating TF on lean documents
is identical to the candidate-centric way of forming associations proposed in [1].
IDF values remain the same, as they rely only on the number of documents in
which the candidate occurs, which is unchanged.

For language models, the association’s strength is calculated using

p(ca|d) = (1 − λ) · n(ca, d)
|d| + λ · n(ca)

∑
d′ |d′| , (11)

where |d| denotes the length of d (total number of candidate occurrences in d),
and n(ca) =

∑
d′ n(ca, d′). Essentially, this is the same as the so-called document-

based co-occurrence model of Cao et al. [3].
Table 2 presents the results. Significance is tested against the normal doc-

ument representation (corresponding rows of Table 1, STRICT MatchTypes).
The numbers in brackets denote the relative changes in performance.

For Model 1, using the lean document representation shows improvements
of up to 227% compared to the standard document representation, and up to
24% compared to the boolean approach (differences are statistically significant).
This shows the need of the length normalization effect for candidate-based ap-
proaches, such as Model 1, and makes frequency-based weighting schemes using
lean documents a preferred alternative over the boolean method.

As to Model 2, the results are mixed. Using the lean document representation
instead of the standard one hurts for the TREC 2005 topics, and shows mod-
erate improvement (up to 4.7%) on the 2006 topics. For the document-based
expert retrieval strategy the relative ranking of candidates for a fixed document
is unchanged, and the length normalization effect is apparently of less impor-
tance than for the candidate-based model. Compared to the boolean association
method, there is no significant improvement in performance (except the IDF
weighting for 2005, which we have discussed earlier).

5.4 Semantic Relatedness

So far, we have used the number of times a candidate occurs in a document
as an indication of its importance for the document. We will now re-visit this
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Table 3. Comparing frequency-based associations using lean representations (FREQ)
and semantic-relatedness of documents and candidates (SEM)

TREC 2005 TREC 2006
Method Model 1 Model 2 Model 1 Model 2

FREQ SEM τ FREQ SEM τ FREQ SEM τ FREQ SEM τ

TF .2141 .2128 .750 .1934 .2012 .816 .3724 .3585 .761 .4654 .4590 .841
IDF .1845 .1836 .982 .2512 .2541 .964 .2736 .2732 .986 .4670 .4586 .971
TFIDF .2304 .2335 .748 .2176 .2269 .809 .3380 .3352 .771 .4728 .4602 .827
LM .2102 .2117 .756 .1932 .2009 .816 .3763 .3671 .761 .4627 .4576 .841

assumption. We propose an alternative way of measuring the candidate’s weight
in the document—semantic relatedness. We use the lean document represen-
tation, but a candidate is represented by its semantic relatedness to the given
document, instead of its actual frequency. We use n′(ca, d) instead of n(ca, d),
where

n′(ca, d) =
{

KLDIV(θca||θd), n(ca, d) > 0
0, otherwise. (12)

That is, if the candidate is mentioned in the document, his weight will be the
distance between the candidate’s and the document’s language models, where
the document’s language model is calculated using Eq. 5 and the candidate’s
language model is calculated using Model 1, Eq. 3.

The absolute performance of the association method based on semantic relat-
edness is in the same general range as the frequency-based association method
listed alongside it. Columns 4, 7, 10, 13 provide the Kendall tau rank correla-
tion scores for the two columns that precede them—which are very high indeed.
These correlation scores suggest that frequency-based associations based on lean
documents are capable of capturing the semantics of the associations.

6 Discussion and Conclusions

As a retrieval task, expert finding has attracted much attention since the launch
of the Enterprise Track at TREC in 2005. Two clusters of methods emerged,
so-called candidate and document models. Common to these approaches is a
component that estimates the strength of the association between a document
and a person. Forming such associations is a key ingredient, yet this aspect has
not been addressed as a research topic. In this paper we introduced and systemat-
ically compared a number of methods for building document-people associations.
We made explicit a number of assumptions underlying various association meth-
ods and analyzed two of them in detail: (i) independency of candidates, and (ii)
frequency is an indication of strength.

We gained insights in the inner workings of the two main expert search strate-
gies, and found that these behave quite differently with respect to document-
people associations. Candidate-based models are sensitive to associations. Lifting
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the candidate independence assumption and moving from boolean to frequency
based methods can improve performance by up to 24%. However, the standard
document representation (where candidate occurrences are treated as regular
terms) suffers from length normalization problems, therefore, a lean document
representation (that contains only candidates, while all other terms are filtered
out) should be used.

On the other hand document-based models are less dependent on associations,
and the boolean model turned out to be a very strong baseline. Only a moderate
(up to 4.7%) improvement can be gained by moving to frequency-based asso-
ciations. Absolute scores of the document-based model are substantially higher
than of the candidate-based one, which makes it the preferred strategy.

To assess the frequency is an indication of strength assumption we proposed
a new people-document association approach, based on the semantic relatedness
of the document and the person. We find that frequencies succeed very well at
capturing the semantics of person-document associations.

This study suggest that this is how far we can get by capturing expertise at
the document level. For further improvements we seem to need sub-document
models as well corpus-specific methods but in a non-heuristic way.
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Abstract. In this paper we address the problem of searching for knowl-
edgeable persons within the enterprise, known as the expert finding (or
expert search) task. We present a probabilistic algorithm using the as-
sumption that terms in documents are produced by people who are men-
tioned in them. We represent documents retrieved to a query as mixtures
of candidate experts language models. Two methods of personal lan-
guage models extraction are proposed, as well as the way of combining
them with other evidences of expertise. Experiments conducted with the
TREC Enterprise collection demonstrate the superiority of our approach
in comparison with the best one among existing solutions.

1 Introduction

In enterprises or in common web search settings users often experience the need
not only for getting information, but for getting into the contact with those who
could be the source of this information. The opportunity of interaction with a
knowledgeable person is sometimes appreciated much higher than the access to
a very relevant and clearly written document on the search topic [20]. An expert
finding system helps to find individuals or even working groups possessing cer-
tain expertise and skills within an organization [6]. Quite like a typical document
retrieval system, it uses a short user query and documents stored on personal
desktops or within centralized databases as the input. The prediction of a per-
sonal expertise is made through the analysis of textual content of documents the
person has relation to. The proof of relation can be authorship, simple occur-
rence in the text or just a fact that the document is stored locally at the PC
(e.g. in the browser cache). For ensuring traceability, the system must return not
only the ranking of people, but also the list of those documents that appeared
to be the best indicators of expertness.

Apart from causing the boom on the enterprise search systems market [19],
expert finding systems also compelled close attention of the IR research com-
munity. The expert search task is included into the Enterprise track of the Text
REtrieval Conference (TREC) since 2005 [5]. The TREC community provided
the experimental dataset and set up the standards for the evaluation.

The fundamental principle of state-of-art methods for expert finding is to infer
personal expertise by studying the co-occurrence of personal identifiers (names,

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 309–320, 2008.
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email addresses etc.) and query terms in the scope of documents. The more
often a person is detected in the documents containing many words describing
the topic, the more likely we may rely on this person as an expert in this topic.
However, all methods also consider that persons as well as terms occur in the
document independently and do not influence the appearance of each other. Al-
though, the assumption about independence among terms is a de facto standard
in IR [7], the independence of terms from persons seems not quite adequate.

In this paper we consider that the occurrence of terms in the document can not
be considered independent from the presence of a candidate expert. We propose
a ranking model in which people are regarded as generators of the document’s
content. Our generative modeling method combines the features of both so-
called profile- and document-centric approaches: it ranks candidates using their
language models built from the retrieved documents and takes the frequency of
appearance of a candidate in the top ranked documents as an additional evidence
of his proficiency in a search topic.

The paper is organized as follows. In the next section we give a more detailed
description of existing approaches to expert finding. In Section 3, we show how to
utilize the assumption that persons mentioned in the document determine which
terms it consists of. In Section 4, we explain how personal language models can
be mined from retrieved documents and used further to build a good predictor of
personal expertise. Experimental results supporting our assumptions are given
in Section 5. Discussion of the paper outcome and a brief outline of potential
future work can be found in Section 6.

2 Related Work

Existing approaches to candidate experts modeling and ranking are basically
variations of two kinds. The first approach is profile-centric [15,21]. All docu-
ments related to a candidate expert are merged into a single personal profile
prior to retrieval time. The personal profiles are ranked w.r.t a query as single
documents using standard retrieval measures and corresponding best candidates
are returned to the user. The second approach, document-centric, is based on
the analysis of individual documents. It runs a query against all documents and
ranks candidates by summarized scores of associated documents [1,9,17] or text
windows surrounding the person’s mentioning [16]. It is also suggested not to fin-
ish propagation of scores on the level of directly related persons and to propagate
the scores further through reciprocal document-candidate links [23]. Document-
centric approaches are claimed to be much more effective than profile-centric
[1], probably due to the fact that they estimate the relevance of the text content
related to a person on the much lower and hence less ambiguous level.

A subfamily of document-centric methods exploits the social network built
using links among persons extracted from top documents (e.g. by utilizing from
and to fields of emails). The persons are ranked by popular centrality measures
calculated on the acquired network. Campbell et al. [4] proposed the use of HITS
algorithm [13] which performed better than just ranking by candidate’s in-degree
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(related documents number). However, Chen et al. [10] found that a document-
centric approach is still better than HITS based ranking. Query-independent
experts discovery using links acquired from posts and replies at specialized fo-
rums was studied recently by Zhang et al. [27].

A number of advanced pseudo-relevance feedback techniques are consistently
applied to the expert search task. Query expansion from the top retrieved docu-
ments performed quite well [2,21]. Macdonald and Ounis also successfully exper-
imented with different numbers of expansion terms received from the top ranked
candidate profiles [18]. Serdyukov et al. [22] applied massive query expansion
using the mixture of two pseudo-relevance language models: built on top ranked
documents and top ranked profiles.

Expert finding is only a subcase of the entity ranking task. Generalization of
search for other entity classes in the Web (countries, cities, dates etc.) is made
by Zaragoza et al. [25] and Tsikrika et al. [24].

3 Person-Centric Expert Finding

The key approaches to expert finding discussed in the previous section state
that the level of personal expertise can be determined by the aggregation of
document scores related to a person. As we show further, their intuition is based
on measuring the co-occurrence degree of the query terms and personal id within
the context of a document. In probabilistic terms, they suppose that our task
comes to the estimation of the joint probability P (e, q1, ..., qk) of observing the
candidate expert e together with query terms q1...qk in the documents ranked
by the query. The methods which we describe here are graphically represented
in Figure 1. We see that while in the typical document-centric method shown
on the left (see Section 3.1), the document is responsible for producing terms,
in our method, shown on the right (see Section 3.2), the document requests a
person to generate its terms. Below, we define these models formally.

Fig. 1. Dependence networks for two methods of estimating P (e, q1, ..., qk)

3.1 Baseline Approach

Let’s take a look at the well-known document-centric model by Balog and De
Rijke (their Model 2) [1] using the principle shown in Figure 1a. According to
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their approach, we have the following formulas for the total joint probability
P (e, q1, ..., qk) over ranked documents set R:

P (e, q1, ..., qk) =
∑

D∈R

P (D)P (e, q1, ..., qk|D) (1)

P (e, q1, ..., qk|D) = P (e|D)
k∏

i=1

P (qi|D) (2)

where P (D) is a document prior, which is uniform. P (e|D) is the probability of
relation between person e and document D, calculated as:

P (e|D) =
a(e, D)

∑m
i=1 a(ei, D)

, (3)

where m is a number of candidate experts in the system and a(e, D) is a nonnor-
malized association degree between the person and the document, which may
depend on various factors: on the importance of the document part contain-
ing the person, on the number of occurrences of the personal identifier in the
document, or on our confidence that a certain personal identifier found in the
document matches person e.

The right part of the Equation (2) is a score of a document according to the
language model based ranking principle [11], in which:

P (w|D) = (1 − λG)
c(w, D)

|D| + λGP (w|G), (4)

where c(w, D) is the count of term w in document D, |D| is its length, λG is the
probability that term w will be generated from the global language model. P (w|G)
is the global language model estimated over the whole document collection.

As we may notice, this approach considers a candidate and the query terms
to be conditionally independent given a ranked document (see Figure 1a). It is
also similar to the popular query expansion method by Lavrenko [14] if only we
consider the candidate expert as an expansion term. Since it’s not only the most
representative, but also the one of the most effective expert finding methods [1],
it serves as a baseline in our experiments.

3.2 Putting Persons in the Middle

The person-centric method, which is the contribution of our paper, can be viewed
as a hybrid method combining the features of both document- and profile-centric
methods. It builds its prediction by analysing the top retrieved documents and
summarizing the expertise evidence over them. However, the estimation of a per-
sonal language model (see next section) becomes a crucial step in this prediction.

Our approach is based on the assumption of dependency between the query
terms and a candidate. We suppose that candidates are actually responsible for
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the generation of terms within retrieved documents. According to the model
presented in Figure 1b, we calculate the required joint probability as follows:

P (e, q1, .., qk) =
∑

D∈R

P (q1, .., qk|e)P (e|D)P (D) = P (q1, .., qk|e)
∑

D∈R

P (e|D)P (D) (5)

where P (q1, ..., qk|e) is the probability of generating the query from the personal
language model. It reflects the amount of relevant knowledge the candidate has.
The sum in the right part of this formula can be considered as a person’s prior
P (e):

P (e) =
∑

D∈R

P (e|D)P (D), (6)

which measures the influence/activity of the candidate in the topic area. It is
proportional to the frequency of appearance of the candidate in the topical doc-
uments. We take a ranked document prior to be inversely dependent on the
document rank: P (D) = 1/rank(D) in order to distinguish the importance of
a document in covering the aspects of the query topic. In our experiments we
also show the performance with uniformly distributed P (e) = 1/m, where m is
a number of candidate experts in the system.

We also consider that query terms occur independently given a candidate
experts, what results in:

P (q1, ..., qk|e) =
k∏

i=1

P (qi|e) (7)

Now we present our algorithm of mining for personal language models from
the top retrieved documents.

4 Mining for Personal Language Models

As we see, the personal query term generation probabilities P (qi|e) is the only
part we miss so far. Of course, we can get them in the way similar to the one
which profile-centric methods use: merge those retrieved documents that relate
to the person e into one and calculate corresponding term frequencies. However,
it would be justifiable if only there was only one person per document. Since
we have already postulated that all candidates may be responsible for generat-
ing query terms in the documents they are mentioned in, such approach would
give us only very rough approximation of a personal language model in most
cases. Guided by these considerations, we represent a document as a mixture of
personal models and the global language model. In formal terms, we define the
likelihood of the top retrieved documents set R as:

P (R) =
∏

D∈R

∏

w∈D

((1 − λG)(
m∑

i=1

P (ei|D)P (w|ei)) + λGP (w|G))c(w,D) (8)

Here e1, ..., em are the persons occurring in the documents from R, c(w, D) is
the count of term w in document D, (1 − λG) is a probability that a term
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will be generated from one of the personal models and not from the global
language model. λG controls the ability of the algorithm to build personal models
which are discriminative only for the terms which are topic-specific. Those terms
which have high probability in the collection in total will get low generation
probabilities over all persons.

Our approach to candidate experts modeling is based on the similar hypoth-
esis with one used in pseudo-relevance feedback method for document retrieval
by Zhai and Lafferty [26]. It also considers that the topical model of a user query
can be mined from the top retrieved documents. The significant difference is that
we define this model as a mixture of models of candidate experts. They are those
who actually hold and share the knowledge which can meet the user information
need. To say the truth, the personal language model which we get from top doc-
uments is only one of many the person uses. If we analyze the whole collection in
the same way, we could get much more detailed personal term distribution. How-
ever, it would be much more difficult to distinguish candidate experts because
the ambiguity of their expertise would increase dramatically in this case. Since
we are interested only in the language model the person uses while generating
documents that cover the query topic to some extent, it is reasonable to get it
dynamically: at query execution time from retrieved documents. Our approach
also shows some resemblance with Probabilistic Latent Semantic Indexing [12]
with a distinction that our semantic topics are not ’latent’, but personified and
hence ’visible’ in documents.

4.1 Using Fixed Personal Contribution Probabilities

Considering that all parameters, including P(ei|D) are given, we are able to cal-
culate the maximum likelihood estimates of term generation probabilities from
personal language models P (w|ei). In order to do that, we apply the EM algo-
rithm [8], traditionally used to estimate unknown parameters. We propose the
following formulas updating likelihood of the document set R (see Equation (8))
to be used recursively for its maximization:

E-step:

P (e|w, D) =
(1 − λG)P (e|D)P (w|e)

(1 − λG)(
∑m

i=1 P (ei|D)P (w|ei)) + λGP (w|G)
(9)

M-step:

P (w|e) =
∑

D∈R c(w, D)P (e|w, D)
∑

w

∑
D∈R c(w, D)P (e|w, D)

(10)

4.2 Measuring Personal Contribution

So far we relied on the assumption that probabilities P (e|D) are fully determined
by a person-document type of association. This practically means that if we have
some document with probability distribution P (e|D), then for some another
document with the same set of persons having the same kind of associations with
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it, the probability P (e|D) will be distributed likewise. However, in our method
we extract not only personal language models, but also probability distributions
P (e|w, D), which show who is the most probable generator of the term w in the
document D. It allows us to estimate the probability of contribution for each
person solely based on the document’s content.

For that purpose, we no more fix probabilities P (e|D) and calculate them at
every M-step of EM algorithm presented in Section 4.1 as follows:

P (e|D) =
1 +

∑
w∈D c(w, D)P (e|w, D)

m +
∑m

i=1
∑

w∈D c(w, D)P (ei|w, D)
, (11)

where m is the number of candidate experts extracted from the retrieved docu-
ments in total, used here for the purposes of Laplace smoothing.

5 Experiments

5.1 Experimental Setup

For the evaluation we utilize the W3C corpus - the data from the expert search
task in the Enterprise track of the TREC used in 2005 and 2006 - and its
largest (1.8 GB) ’lists’ part containing discussions within the W3C consortium.
We focus our experiments on this part of the collection for several reasons. At
first, this data has a standardized format (emails of average length 450 words)
what means that its properties should not change significantly across different
enterprises. Moreover, it allows to accomplish persons recognition using unique
email addresses and hence to avoid uncertainty in determining person-document
relations. Since these email addresses always occur in a specific email field, we
are able to differentiate the types of person-document relations as well. The data
is parsed and indexed using Java and the Lucene open-search engine.

TREC also provided a list of 1092 candidate experts with supplemented full
names, email addresses and unique ids. Experiments were conducted by consid-
ering only these candidates as person entities. We also tested inclusion of other
person entities by taking any unique email found in the collection as a new per-
son id. This caused only small degradation of performance, probably due to the
rapid increase of noisy features with each new document retrieved, so we do not
report these results here.

We provide results separately for two sets of TREC queries with relevance
judgments: used in 2005 (50 queries) and in 2006 (49 queries). These query sets
are somewhat different in nature. In 2005 queries were made up using names of
working groups in W3C as titles and members of these groups as experts on the
query topic. In 2006 the the TREC community manually judged each candidate
for each query using the provided list of documents where a person id occurred.
While queries from 2006 allow to reproduce a classic expert search scenario,
queries from 2005 partly simulate the search for sub-groups within organization
(a search for any person in the group working on the query topic problem).
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5.2 Results Discussion

First of all, we do candidates recognition by finding their email addresses in from,
to, cc and body email fields. We additionally search for candidates in body fields
using their full names. Association scores are a(e, Dfrom) = 1.5, a(e, Dto) = 1.0,
a(e, Dcc) = 2.5 and a(e, Dbody) = 1.0, what is the best combination according
to recent studies of W3C ’lists’ subcollection [3]. If a person appears in several
fields, the highest association score is taken. The standard language model based
IR approach, as defined in Equations (2) and (4), was used for the retrieval of
documents.

We analyze the performance using the classic IR evaluation measures: Mean
Average Precision (MAP), Mean Reciprocal Rank (MRR) and precision at top 5
ranked candidates (P@5). In our opinion, P@5 is more relevant to our task than
precisions at greater ranks. The cost of a false recommendation in expert search
is much higher than in document search: a conversation with an ignorant person
or even reading all documents supporting the incorrect system’s judgment takes
much longer time than reading one irrelevant document. If we consider that the
user can be satisfied with any single expert on the topic, than MRR becomes a
decisive measure: it shows the ability of the system to present an expert as soon
as possible if to go down by person’s ranking one by one.

In order to demonstrate the quality of the mined personal language mod-
els (see Section 4), we start from presenting the performance of our methods
considering that person’s priors P (e) are uniformly distributed and then using
non-uniform priors, as in Equation (5), with the best of them. So, the following
methods are evaluated:

– Baseline: the baseline document-centric method (see Section 3.1),
– PCFix: the person-centric method using fixed person-document association

scores and uniform personal priors (see Sections 3.2 and 4.1),
– PCUnf: the person-centric method using unfixed dynamically calculated

association scores and uniform personal priors (see Sections 3.2 and 4.2),
– PCUnfNonUniPriors: the person-centric method using unfixed dynami-

cally calculated association scores and non-uniform personal priors (see Sec-
tions 3.2 and 4.2).

We have only two parameters in all models including the baseline model: λG,
used in Equations (4) and (8), and the number of retrieved documents. Different
values for λG between 0.1 and 0.9 showed negligible differences in performance,
but 0.8 was slightly better than others. The second parameter was much more
influential. It is always rather unclear how many top documents describe each
query topic to the sufficient extent. So, a good algorithm should be robust to
the size of a query result set. We vary its size from 1000 to 6000 of top ranked
documents. We show MAP, P@5 and MRR values for both sets of queries in
Figures 2, 3 and 4 respectively.

We see that the PCFix method performs similarly to the Baseline in average,
except that it is notably better on P@5 for queries from 2005 (see Figure 3b). For
other measures/queries, although it’s better in half cases, it is worse in another
half too.
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(a) (b)

Fig. 2. MAP over different numbers of documents retrieved, for the queries from 2006
(a) and for the queries from 2005 (b)

However, the PCUnf method shows notably better performance than both
the Baseline and the PCFix methods on all measures/queries, especially for
MRR measure. It demonstrates that query-specific and purely content-based es-
timation of personal contribution to the document is crucial in personal language
modeling.

(a) (b)

Fig. 3. Precision at 5 over different numbers of documents retrieved, for the queries
from 2006 (a) and for the queries from 2005 (b)

Moreover, using non-uniform priors P (e), as in Equation 6, with the PCUnf
method (the method PCUnfNonUniPriors) improves performance further for
all MAP and P@5 measures at almost all numbers of retrieved documents. The
frequency of participation in discussions on the topic is of course a significant
evidence of personal expertise. However, from a statistical point of view, this
prior penalizes the score of those candidates whose models are built using in-
sufficient amount of training data, i.e. related documents. Both effects in total
prevent incidental persons from getting high scores. However, using non-uniform
priors spoils the performance of the PCUnf in case of MRR measure. So, if the
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(a) (b)

Fig. 4. MRR over different numbers of documents retrieved, for the queries from 2006
(a) and for the queries from 2005 (b)

user information need can be effectively satisfied with only one expert (and she
is always available for requests), then the PCUnf is more preferable.

To sum things up, the presented results imply that our person-centric model
is built on more realistic assumptions than the baseline document-centric model.

6 Conclusions and Further Work

We have presented the method for expert finding based on modeling of retrieved
documents as mixtures of personal language models. Our approach assumed
that terms in documents are generated by those persons who are mentioned in
them. For the final ranking it combined two evidences of personal expertise:
the probability of generation of the query by the personal language model and
a prior probability of candidate experts expressing her level of activity in the
important discussions on the query topic. We proposed two ways of personal
models extraction from top ranked documents. In one case, we considered that
person-document relation probabilities are fixed and fully depend on the field
of a document where the person appeared. In another case, we obtained these
probabilities dynamically by predicting the real contribution of persons to a
document considering their intermediately calculated language models. When
our method used this second way of modeling, it outperformed one of the best
state-of-art approaches which we used as a baseline.

Several directions of improvement can be followed in the future. Certainly, the
core person’s modeling part can be extended up to higher complexity. We may
imagine that a person is a mixture of sub-persons representing different fields of
her expertise. These inside experts can be used differently across documents and
their probability of use may even depend on the set of other persons appearing
in the document. A document can be also represented not only as a mixture
of persons, but also as a mixture of global latent topics, which in turn appear
to be mixtures of persons, accumulating knowledge in the corresponding fields.
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Or we can even suppose that terms and persons are independent given such
latent topic, which generates both these kinds of entities.

It is also reasonable to find more use of specific data properties. Particularly,
we can consider that persons in the email document appear non-independently:
the occurrence of persons in the to and the cc fields depends on the email sender
in the from field, who is selecting them for communication. It is promising to
take document links into account: for instance, by regarding emails relating to
one thread as a single document.
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Abstract. Finding persons who are knowledgeable on a given topic (i.e.
Expert Search) has become an active area of recent research [1,2,3]. In
this paper we investigate the related task of Intelligent Message Ad-
dressing, i.e., finding persons who are potential recipients of a message
under composition given its current contents, its previously-specified re-
cipients or a few initial letters of the intended recipient contact (intel-
ligent auto-completion). We begin by providing quantitative evidence,
from a very large corpus, of how frequently email users are subject to
message addressing problems. We then propose several techniques for
this task, including adaptations of well-known formal models of Expert
Search. Surprisingly, a simple model based on the K-Nearest-Neighbors
algorithm consistently outperformed all other methods. We also inves-
tigated combinations of the proposed methods using fusion techniques,
which leaded to significant performance improvements over the base-
lines models. In auto-completion experiments, the proposed models also
outperformed all standard baselines. Overall, the proposed techniques
showed ranking performance of more than 0.5 in MRR over 5202 queries
from 36 different email users, suggesting intelligent message addressing
can be a welcome addition to email.

1 Introduction

Expert search, the task of finding persons who are knowledgeable on a given
topic, has been an active area of research recently [1,2,3]. Here we explore the
related task of Intelligent message addressing, i.e., finding persons who are po-
tential recipients for a message under composition given its current contents, its
previously-specified recipients or a few initial letters of the intended recipient
contact. This task can be a valuable addition to email clients, particularly in
large corporations, where negotiations are frequently handled via email and the
cost of errors in task management is very high. Intelligent Message Addressing
can prevent a user from forgetting to add an important collaborator or man-
ager as recipient, preventing costly misunderstandings, communication delays
and missed opportunities. Below we present empirical evidence that such errors
are very common in the corporate environment. The same technique can also
potentially provide assistance in identifying people who have previously worked
on specific topics or have relevant skills.
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In this paper we formalize two variants of this intelligent email addressing as
user-ranking, i.e., finding a ranked list of email addresses that are likely to be in-
tended recipients of a given message. We propose several methods for this task,
including classification-based models and adaptations of successful Expert Search
formal models [1]. Extensive experiments over 36 different users indicate that a
simple model based on the K-Nearest Neighbors algorithm generally outperforms
all other methods, including more refined Expert Search models. In a second set of
experiments, we explore how to combine the rankings of different baseline models
using rank-based data fusion techniques. Experiments clearly indicate that com-
bined models can significantly outperform all base models on all prediction tasks.

Intelligent message addressing techniques can also be naturally adapted to
improve email address auto-completion, i.e., suggesting the most likely addresses
based on a few initial letters of the intended contact. Email auto-completion is
an extremely useful and popular feature, but in spite of it, little is publicly
known on how addresses are ranked in the most popular email clients, and we
are not aware of any study comparing different techniques on this particular
message addressing problem. In this paper we evaluate several ranking baselines
for this problem — including alphabetical, frequency and recency ordering — in
a large collection of users. Results clearly indicate that the proposed intelligent
addressing models outperform all baselines, significantly improving suggestions
in email auto-completion.

Overall we show that intelligent message addressing techniques are able to vis-
ibly improve email auto-completion, as well as to provide valuable assistance for
users when composing messages. Results suggest it can be a desired addition to
most email clients — for instance, on the task of predicting all email recipients,
our methods reached 0.47 in MAP and more than 0.5 in MRR. Another advantage
is that the best performing methods are computationally efficient and can be easily
adapted to large-scale email systems, with no changes in the email server side.

2 Frequency of Message Addressing Problems

Although email is ubiquitous, large, public and realistic email corpora are not
easy to find. The limited availability is largely due to privacy issues. For instance,
in most US academic institutions, an email collection can only be distributed to
researchers if all senders of the collection also provided explicit written consent.
One of the few datasets available is the Enron Email Corpus, a large collection
of real email messages from managers and employees of the Enron Corporation.
This collection was originally made public by the US Federal Energy Regula-
tory Commission during the investigation of the Enron accounting fraud. The
collection has approximately half a million messages from 150 users’ inboxes.

By searching for messages containing the terms sorry, forgot or accident in the
entire corpus, and then manually filtering the results1, we found that at least 9.27%
of the users have forgotten to add a desired email recipient in at least one sent
1 Finding messages containing sentences such as “Oops, I forgot to send it to Vince.”

or “Sorry....missed your name on the cc: list!”.
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message, while at least 20.52% of the users were not included as recipients (even
though they were intended recipients) in at least one received message2. These
surprisingly high numbers clearly suggest that these problems are very common
and that email users can benefit from an intelligent message addressing assistant.

3 Data Preprocessing and Task Definition

As expected, real email data have several inconsistencies. To help mitigate some
of these problems, we used the Enron dataset version compiled by Jitesh and
Adibi [5], in which a large number of repeated messages were removed. In ad-
dition, some users in the corpus used multiple email addresses. We partially
addressed this issue by mapping “raw” email addresses into normalized email
addresses for some users3.

In this paper, we describe two possible settings for the recipient prediction
task. The first setting is called the TO+CC+BCC or primary prediction, where
we attempt to predict all recipients of an email given its message contents. It
relates to a scenario where the message is composed, but no recipients have been
added to the recipient list. The second setting is called CC+BCC or secondary
prediction, in which message contents as well as the TO-addresses were previously
specified, and the task is to rank additional addresses for the CC and BCC fields
of the message.

We randomly selected 36 Enron users, and for each user we chronologically
sorted their sent collection (i.e., all messages sent by this particular user) and
then split the collection in two parts: the oldest messages were placed into
sent train and most recent ones into sent test. Message counts statistics for
the 36 randomly chosen Enron users are shown in Table 1. More specifically,
sent test collection was selected to contain at least 20 “valid-CC” messages, i.e.,
at least 20 messages with valid email addresses in both TO and CC (or both
TO and BCC) fields. This particular subset of sent test, with approximately 20
“valid-CC” messages, is called sent test∗. The main idea is that TO+CC+BCC
prediction will be tested on sent test, and the CC+BCC prediction will be tested
on the sent test∗ collection (a subset of sent test in which all messages have a
valid CC or BCC address).

This chronological split was necessary to guarantee a minimum number of
test messages for secondary prediction task and to simulate a typical scenario
in a user’s desktop — where the user already has several sent messages, and the
goal is to predict the recipients of the next sent messages. We also constructed,
for each user, an address book set AB which is the set of all recipient addresses
in the user’s sent train collection. A complete analysis of this data preparation
over the different users can be found in an extended version of this paper [4].

2 This is a lower bound since not all errors will be noticed by users and not all error-
notification emails would be found by our search. A detailed analysis of these results
can be found in an extended version of this paper [4].

3 This mapping (author-normalized-author.txt) was produced by Andres Corrada-
Emmanuel, and is currently available from the Enron Email webpage [6].
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Table 1. Number of Email Messages in the Different Collections of the 36 selected
Enron users. |AB| is the Address Book size, i.e., the number of different recipients that
were addressed in the messages of the sent train collection. Sent test∗ contains only
messages having valid addresses in both TO and CC fields. User specific numbers can
be found in [4].

|AB| sent train sent test sent test∗

Mean 377.67 1266.69 144.50 20.50
StDev 263.24 1099.05 116.79 0.69
Median 325 1025 109 20
Max 1262 4730 519 23
Min 36 99 26 19

4 Models

In this section we describe models and baselines to be used for recipient predic-
tion. In all cases, we followed this terminology. The symbol ca refers to candidate
email address and t refers to terms in documents or queries. A document doc
refers to documents in the training set, i.e., email messages previously sent by
the same Enron user. A query q refers to a message in the test set. Both doc-
uments and queries are modeled as distributions over (lowercased) terms found
in the “body” of the respective email messages.

We also define other useful functions. The number of times a term t occurs in
a query q or a document doc is, respectively, n(t, q) or n(t, doc). The recipient
function Recip(doc) returns the set of all recipients of message doc. The associa-
tion function a(doc, ca) returns 1 if and only if ca is one of the recipients (TO, CC
or BCC) of message doc, otherwise it returns zero. D(ca) is defined as the set of
training documents in which ca is a recipient, i.e, D(ca) = {doc|a(doc, ca) = 1}.

4.1 Models

Expert Search Model 1. Predicting recipients (candidates) of a message under
composition (query) is a very similar task to Expert Search, the task of predicting
experts (candidates) associated with a particular topic (query). The analogy
works so well that we can easily adapt many recently proposed Expert Search
formal models to the task of recipient prediction.

The first recipient prediction model considered here is the Model 1 proposed
for Expert Search by Balog et al. [1]. In this model, the final candidate ranking
for each query q is given by the probability of this query being generated by a
smoothed candidate language model θca

4:

p(q|θca) =
∏

t∈q

{

(1 − λ)

(
∑

doc

p(t|doc)f(doc, ca)

)

+ λp(t)

}n(t,q)

(1)

4 Please refer to the original reference [1] for further details.
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where λ is the Jelinek-Mercer smoothing parameter, p(t) is the background
model probability of term t (maximum likelihood estimates of term in sent train
collection), p(t|doc) is the maximum likelihood estimate of the term in the doc-
ument doc, and f(doc|ca) is the document-candidate association function. Simi-
larly to Balog et al. [1], we estimated the document-candidate association func-
tions in two different ways:

f(doc, ca) =

{
a(doc,ca)∑

doc′ a(doc′,ca) , in document centric (DC) mode;
a(doc,ca)∑

ca′ a(doc,ca′) , in user centric (UC) mode.
(2)

Expert Search Model 2. The second recipient prediction model considered is
the Model 2 proposed by Balog et al. [1]. Basically, the final candidate ranking
for each query q is given by the expression:

p(q|ca) =
∑

doc

{
∏

t∈q

[(1 − λ)p(t|doc) + λp(t)]n(t,q)

}

f(doc, ca) (3)

where λ, p(t|doc) and p(t) are defined in the same way as in Section 4.1.
Similarly, the two possible views of the document-candidate function f(doc, ca)
are defined according to equation 2. Please refer to [1] for further details.

TFIDF Classifier. The recipient recommendation problem can naturally be
framed as a multi-class classification problem, with each candidate email ca
representing a class ranked by some notion of classification confidence. Here
we propose using the Rocchio algorithm with TFIDF (Term Frequency-Inverse
Document Frequency) [7,8] weights as a classifier for recipient recommendation
problems. For each candidate, a centroid vector-based representation is created:

→

centroid(ca)=
α

|D(ca)|

∑

doc∈D(ca)

→

tfidf(doc) +
β

|sent train| − |D(ca)|

∑

doc/∈D(ca)

→

tfidf(doc)

(4)

where
→

tfidf(doc) is the TFIDF vector representation5. The final ranking score
for each candidate ca is produced by computing the cosine similarity be-
tween the centroid vector and the TFIDF representation of the query, i.e.,

score(ca, q) = cos
( →

tfidf(q),
→

centroid(ca)
)

.

K-Nearest Neighbors. We also adapted another multi-class classification al-
gorithm, K-Nearest Neighbors as described by Yang & Liu [9], to the recipient
prediction problem. Given a query q, the algorithm finds N(q), i.e., the K most
similar messages (or neighbors) in the training set. The notion of similarity here

is also defined as the cosine distance between the TF-IDF query vector
→

tfidf(q)

and the TFIDF document vector
→

tfidf(doc).
5 For each term t in document doc, the value tfidf(t) = log(n(t, doc) +

1)log( |sent train|
DF (t) ), where DF (t) is the document frequency of t.
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The final ranking is computed as the weighted sum of the query-document
similarities (in which ca was a recipient):

score(ca, q) =
∑

doc∈N(q)

a(doc, ca) cos
( →

tfidf(q),
→

tfidf(doc)
)

(4)

Other Baselines: Frequency and Recency. For comparison, we also imple-
mented two simple baseline models: one based on the frequency of the candidates
in the training set, and another based on recently sent messages in the training
set. The first method ranks candidates according to the number of messages in
the training set in which they were a recipient: in other words, for any query q
the Frequency model will present the following ranking of candidates:

Frequency(ca) =
∑

doc

a(doc, ca) (5)

Compared to Frequency, the Recency model ranks candidates in a similar
way, but attributes more weight to recent messages according to an exponential
decay function. In other words, for any query q the Recency model will present
the following ranking:

Recency(ca) =
∑

doc

a(ca, doc)e(
−timeRank(doc)

β ) (6)

where timeRank(doc) is the rank of doc in a chronologically sorted list of mes-
sages in sent train (the most recent message will have rank 1).

4.2 Effect of Threading

Threading information is expected to be a very important piece of evidence
for recipient prediction tasks, but unfortunately it cannot be directly exploited
here because the Enron dataset does not provide it explicitly. To approximately
reconstruct message threads, we used a simple heuristic based on the approach
adopted by Klimt & Yang [10].

For each test message q, we construct a set with all messages on the same
thread as q (or MTS(q), Message Thread Set) by searching for all messages
satisfying two conditions. First, the message is among the last P messages sent
previous to q. Second, the message must have the same “subject” information6

as q. While small values of P may not be enough to find all previous messages
on the same thread, larger values are expected to introduce more noise in the
thread reconstruction process. In preliminary experiments, however, we observed
that on average larger values of P did not degrade prediction performance, so
only the second condition was imposed on the construction of MTS(q).

In order to exploit thread information in all previously proposed models, we
used the following backoff-driven procedure:

threaded modeli(q) =
{

MTS model(q) , if ‖MTS(q)‖ ≥ 1;
modeli(q) , otherwise.

6 Or subjects differing only in terms of reply-to (RE:) or forward (FWD:) markers.
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where

MTS model(q) =
{

1.0 , if ca ∈
⋃

d∈MTS(q) Recip(d);
0.0 , otherwise.

That is, if q has no previous messages in its thread, predictions from the threaded
version of modeli will be made based on the original model modeli (for instance,
Frequency, Knn, TFIDF, Expert Model 1, etc.). Otherwise, if the thread of q
contains at least one message (‖MTS(q)‖ ≥ 1), predictions are dictated by
MTS model(q) — a model that assigns weight 1.0 to all recipients found in the
messages in MTS(q) and weight 0.0 to all other candidates7.

5 Results

5.1 Initial Results

In this section we present recipient prediction experiments using the models in-
troduced in Section 4. All those models can be naturally applied to both primary
and secondary recipient prediction tasks: the only difference is that, for obvious
reasons, in the secondary prediction task, a post-processing step removes all TO-
addresses from the final rank, and the test set contains only messages having at
least one CC or BCC address.

Similarly to Balog et al. [1], in our experiments both Expert Model 1 and 2
used a smoothing parameter λ = 0.5. The TFIDF Classifier model had α = 1
and β = 0, creating a centroid of positive examples for each candidate ca. We
set K = 30 in the Knn Model and β = 100 in the Recency model, values that
delivered the best results in preliminary tests.

Table 2 shows Mean Average Precision (MAP) results for all models presented
in Section 4. T-only refers to Thread Only — the prediction based only on de-
tecting threads, i.e., if no thread is detected, candidates are chosen randomly.
Freq refers to the Frequency model, while Rec refers to the Recency model. The
symbol TFIDF refers to the TFIDF Classifier model. Expert models one and two
are referred as M1 and M2, with the candidate-document association indicated
by -uc (user centric) or -dc (document centric). Thread refers to models with
thread processing (Section 4.2). Two-tailed paired t-test were used for statistical
significance tests. Results in Table 2 clearly indicate that the best recipient pre-
diction performance is typically reached by the Knn model, followed by TFIDF.
It also reveals that Recency is typically a stronger baseline for this task than
the Frequency model. Overall, the expert models M1 and M2 presented statis-
tically significant inferior results when compared to Knn. It is also interesting
that the best Expert Search-based model was consistently M2-uc, the same be-
havior observed by Balog et al. [1] on the TREC-2005 Expert Search task. The
use of thread information clearly provided considerable performance gains for all
models and tasks. These gains are somewhat expected because, in many cases,
email users are simply using the “reply-to” or “reply-all” buttons to select recip-
ients. These improvements are consequently a strong indication that the thread
7 In all models of this paper, candidates with the same scores were ranked randomly.
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Table 2. MAP recipient prediction results averaged over 36 users. Statistical signif-
icance relative to the best model results (in bold) is indicated with the symbols ∗∗

(p < 0.01) and ∗ (p < 0.05).

T-only Freq Rec M1-dc M1-uc M2-dc M2-uc TFIDF Knn

TOCCBCC 0.221** 0.203** 0.260** 0.279** 0.275** 0.279** 0.313** 0.365 0.361
CCBCC 0.261** 0.228** 0.309 0.262** 0.272** 0.236** 0.278** 0.301* 0.332
TOCCBCC (thread) N/A 0.331** 0.363** 0.393** 0.385** 0.384** 0.408** 0.440 0.441
CCBCC (thread) N/A 0.379** 0.424* 0.402** 0.407** 0.391** 0.425** 0.429* 0.459

Table 3. Recipient prediction results for the best model (Knn) averaged over 36 users

MAP MRR R-Prec P@5 P@10

TOCCBCC 0.361 0.440 0.294 0.182 0.135
CCBCC 0.332 0.405 0.266 0.177 0.126

TOCCBCC (threaded) 0.441 0.516 0.398 0.225 0.157
CCBCC (threaded) 0.459 0.540 0.425 0.239 0.156

reconstruction algorithm is working reasonably well in this dataset and also the
fact that a large proportion of the test messages was found to have a non-empty
Message Thread Set MTS(q). In fact, 29% of the test messages in the primary
prediction task had non-empty MTS(q), while the same number for secondary
predictions was 35%.

To give a complete picture of the best results, Table 3 shows the Knn perfor-
mance metrics in terms of other metrics, such as Mean Reciprocal Rank (MRR),
R-Precision (R-Prec), and Precision at Rank 5 and 10 (P@5 and P@10) [11].
Overall, the average performance over the 36 Enron users had MRR of more
than 0.5, a very good result for such a large prediction task (5202 queries from
36 different users). A closer look in the numbers revealed a much larger variation
in performance over different users than over different models. For the primary
prediction (threaded), over the 36 users sample, the maximum MAP was 0.76,
the minimum was 0.186, with a standard deviation of 0.101.

Based on this variability, we measured the Pearson’s correlation coefficient R
(quotient of the covariance of the two variables by the product of their stan-
dard deviations) between variables that might influence performance. First, the
correlation between training set size (|sent train|) and the number of classes
or ranked entities (address book size) is 0.636 — a clear indication that users
who send more messages tend to have larger address books. More surprising,
perhaps, was the fact that the Pearson’s correlation between performance and
training set size, as well as the one between performance and Address Book size,
was smaller than 0.2 in absolute values — suggesting there is no apparent strong
correlation between these variables8. One possible explanation is that these two
variables contribute inversely to the performance (while recipient prediction is

8 Similar results were observed for different models on both for primary and secondary
predictions.
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Table 4. MAP values for model aggregations with Reciprocal Rank. The ∗ and ∗∗
symbols indicate statistically significant results over the Knn baseline.

Task Freq Recency TFIDF M2-uc

TOCCBCC Knn � 0.417** 0.432 0.457** 0.444
Knn � TFIDF � 0.455** 0.464** — 0.461**

Baseline: Knn Knn � TFIDF � Rec � 0.451** — — 0.470**
MAP = 0.441 Knn � TFIDF � Rec � M2-uc � 0.464** — — —

CCBCC Knn � 0.455 0.470 0.462 0.474*
Knn � M2-uc � 0.476** 0.491** 0.482** —

Baseline: Knn Knn � M2-uc � Rec � 0.491** — 0.494** —
MAP = 0.458 Knn � M2-uc � Rec� TFIDF � 0.501** — — —

certainly easier with smaller Address Book sizes, it is certainly harder with less
training data) and the overall effect is hence weak.

5.2 Combining Evidence with Data Fusion Methods

Ranking results can be potentially improved by combining the results of two
or more rankings to produce a better one. One set of the techniques commonly
applied to rank combination is Data Fusion [12], whose methods have been
successfully applied to many areas, including Expert Search [3] and Known Item
Search [13].

Because not all ranking scores of the proposed methods in Section 4 are nor-
malized, it is not reasonable to use score-based fusion techniques such as Comb-
SUM and CombMNZ [3]. Instead, we utilized Reciprocal Rank [3] (or RR), a
rank-based fusion techniques in which the aggregated score of a document is the
sum of inverse ranks of this document in the rankings, i.e., the sum of one over
the rank of the document across all rankings.

Table 4 shows experimental results on aggregating recipient recommendation
techniques with rank-based Fusion methods. The symbol � represents the ag-
gregation operation over different models (all threaded). On each line, the best
performing model (in bold face) is selected to be part of the base aggregation
in the following line. For instance, the second line displays aggregation results
when Knn is combined with the best model in the previous line (TFIDF) and
all other three remaining methods. The initial baseline model is threaded Knn.
Results clearly show noticeable performance improvements over the baseline.
MAP gains up to 0.042 in the secondary prediction task, and close to 0.03 on
primary predictions. In most cases, the gains over the Knn baseline are statis-
tically significant9. In a second set of experiments, we used a weighted version
of RR, where the weights for each base ranking were determined by the perfor-
mance obtained by the respective model in a development set. More specifically,

9 We also experimented with the Borda Fuse [3] aggregation method, but it presented
consistently worse results when compared to RR. A similar observation can be drawn
from other rank aggregation tasks [3,13]
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this development set was constructed using the 20% most recent messages in
sent train, and used as test after training the models in the remaining 80%.
Overall, results were statistically significantly better than the Knn baseline, but
not statistically significantly better than the unweighted results in Table 4.

5.3 Auto-completion Experiments

Email address auto-completion is the feature in email clients that provide a
list of email addresses after the user typed a few initial letters of the intended
contact address. Typically email clients allow users the option to turn on or off
the auto-completion feature, but rarely are users allowed pick how the suggested
addresses should be ranked. In this section we analyze different strategies for
email auto-completion ranking.

In order to test different strategies and models for email auto-completion,
we used the following experimental procedure. For each query message q, we
extracted all its recipient Recip(q), and for each recipient in Recip(q), we extract
its V initial letters10. Then these V initial letters are used to filter out candidates
ranked by the recommendation model. Table 5 presents performance values in
terms of MRR* for different values of V and different recommendation models.
Notice that for each query q, |Recip(q)| different auto-completion rankings are
created, one for each member of Recip(q) (each ranking contains a single relevant
recipient and all other recipients in the Address Book who share the same initial
letters). MRR* is the mean value of MRR over these rankings.

When V = 0, no initial letter of the email contact is known, just like in
previous Sections 5.1 and 5.2. As V increases, more is known about the intended
recipient and consequently prediction performance becomes better. In addition
to the threaded versions of Knn, Recency(Rec) and Frequency(Freq), Table 5
shows results for when recipients are presented in alphabetical order (Alpha).
It also contains a model called All-Fusion (Fus), displaying results with the
aggregated rankings from all models in Table 4 (i.e., using rankings produced
by the combinations indicated in the 4th and 8th lines of that Table).

In general, Table 5 indicates that Knn performs slightly better than Recency,
which in turn performs better than Frequency. This difference is more noticeable
for small values of V — exactly where most email users will benefit the most
from auto-completion. When V = 2 or V = 3 the different between Knn and
Recency is not statistically significant. The All-Fusion model shows the best
auto-completion results overall, significantly outperforming all other models for
all values of V . Table 5 also displays the relative performance gains between Knn
and Recency, All-Fusion and Recency as well as All-Fusion and Knn.

Compared to any of the other models, auto-completion based only on the alpha-
betical order presents a rather low performance on both primary and secondary

10 In a general case, initial letters from the contact’s email address, last name, first
name and nickname can be used. We used only email addresses because those were
the only contact information consistently available in the Enron corpus; but results
can be extended for the general case.
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Table 5. Auto-completion Experiments. Performance values for different models and
V values. Statistical significance relative to the previous column value is indicated with
the symbols ∗∗ (p < 0.01) and ∗ (p < 0.05).

Primary Prediction (TOCCBCC)

V Alpha Freq Rec Knn Fus Δ(Knn-Rec) Δ(Fus-Rec) Δ(Fus-Knn)

0 0.022 0.274** 0.300** 0.377** 0.394** 25.542% 31.124% 4.447%
1 0.250 0.620** 0.653** 0.690** 0.731** 5.753% 11.893% 5.806%
2 0.557 0.846** 0.857 0.858 0.895** 0.078% 4.412% 4.331%
3 0.737 0.911** 0.923* 0.917 0.942** -0.683% 2.001% 2.702%

Secondary Prediction (CCBCC)

0 0.025 0.329** 0.364** 0.398* 0.436** 9.526% 19.927% 9.496%
1 0.265 0.668** 0.718** 0.717 0.777** -0.125% 8.289% 8.424%
2 0.549 0.858** 0.875 0.865 0.910** -1.189% 3.928% 5.178%
3 0.729 0.915** 0.929 0.915 0.946** -1.558% 1.811% 3.423%

prediction tasks. All other methods can provide significant gains in performance
when compared to it. It is surprising that some email clients still provide auto-
completion based on this method, given that simple baselines such as Frequency
or Recency can provide visible gains in recommendation ranking.

6 Related Work

The email recipient prediction problem is closely related to the expert search task.
In the former, the task is to retrieve the most likely recipients of a message un-
der composition, while in the latter the task is to retrieve the most likely experts
in a topic specified by a textual query. In fact, it is easy to find similarities be-
tween recipient prediction and early expert searchworkusing enterprise email data
[14,15,16]. Recently, interesting models for Expert Search have been motivated by
the TREC Enterprise Search, where different types of documents are taken as ev-
idence in the process of finding experts. Because of the similarity between these
tasks, many ideas in this paper were motivated by expert search models recently
proposed by Balog et al. [1], Fang & Zhai [2] and Macdonald & Ounis [3].

Though relatively similar, expert search and email recipient prediction have
some fundamental differences. First, the latter is focused on a single email user,
while the former is typically focused in an organization or group. The former is ex-
plicitly trying to find expertise in narrow areas of knowledge (queries with a small
number of words), while the latter is not necessarily trying to find expertise —
instead, it is trying to recommend users related to one or more indiscriminate
“topic(s)” (i.e., a message query that may have up to a few hundred words).

In a related work, Pal & McCallum [17] described what they called the CC
Prediction problem. In their short paper, two machine learning models were used
to predict email recipients in the personal collection of a single user. However
their modeling assumptions is substantively different from ours: they assume
that all recipients but one are given and the task is to predict the final missing
recipient. Performance was evaluated in terms of the probability of having “recall
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at rank 5” larger than zero, i.e., the probability of having at least one correct
guess in the top 5 entries of the rank. They report performance values around
44% for this metric on their single private email collection. For comparison,
our best system achieves 64.8% and 70.6% on the same metric for primary and
secondary predictions, respectively, averaged over the 36 different Enron users.

The recipient prediction task is also related to email leak prediction [18]. The
goal of this task is preventing information leaks by detecting when a message is
accidentally addressed to non-desired recipients. In some sense, the recipient pre-
diction task can be seen as the negative counterpart of the email leak prediction
task: in the former, we want to find the intended recipients of email messages,
whereas in the latter we want to find the unintended recipients or email-leaks.

7 Conclusions

In this work we addressed the the problem of recommending recipients for mes-
sages under composition, a task relatively similar to Expert Search. Evidence
from a very large real email corpus (Enron corpus) revealed that at least 9% of
the users forgot to address an intended recipient at least once, while more than
20% of the users have been accidentally “forgotten” as intended recipients. We
proposed several possible models for this task, and evaluated their predictive
performance on 36 different users from the Enron corpus. Experiments showed
that a simple model based on the K-Nearest Neighbors algorithm generally out-
performed all other methods, including frequency or recency based models, and
more refined formal models previously proposed for Expert Search.

We also investigate how to combine the rankings of different models using
rank-based data fusion techniques, such as sum of Reciprocal Ranks. Exper-
iments clearly indicated that aggregated models can generally outperform all
base models, both on primary and secondary recipient prediction tasks. We
then applied the proposed ideas to the email auto-completion problem, where
the initial letters of the email contact are typed by the user. Results clearly
indicate that the proposed models can provide intelligent email auto-completion,
outperforming auto-completion based on alphabetical ordering (currently used
by some email clients).
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Abstract. This paper presents a novel framework to further advance
the recent trend of using query decomposition and high-order term re-
lationships in query language modeling, which takes into account terms
implicitly associated with different subsets of query terms. Existing ap-
proaches, most remarkably the language model based on the Information
Flow method are however unable to capture multiple levels of associa-
tions and also suffer from a high computational overhead. In this paper,
we propose to compute association rules from pseudo feedback docu-
ments that are segmented into variable length chunks via multiple sliding
windows of different sizes. Extensive experiments have been conducted
on various TREC collections and our approach significantly outperforms
a baseline Query Likelihood language model, the Relevance Model and
the Information Flow model.

Keywords: Association Rule, Term Relationship, Query Expansion,
Document Segmentation.

1 Introduction

Recent studies in language modeling (LM) have tried to exploit relevance feed-
back documents to establish an improved query model via a model-based ap-
proach [9, 10, 16]. One example is the Relevance Model (RM) [10], which esti-
mates the joint probability of observing a term w in the vocabulary together with
query topic Q = {q1, · · · , q|Q|}. The assumption of independence among query
terms has been made to reduce the complexity of computation. This, however,
neglects the effect of the relationships between terms in determining the query
language model.

More recent research [3, 5, 12, 13, 15] tries to incorporate term relationships
or dependencies, for example, grammatical links [6], co-occurrence and Word-
Net relations [5], in LM. It also has been shown in [5] that combining multiple
types of term relationships, e.g., co-occurrences and WordNet relations, leads to
improvement on average precision over the use of different types individually.

Furthermore, there has been a trend of decomposing a query into different
combinations (subsets) of query terms, and using term relationships derived from

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 334–345, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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the subsets of query terms rather than traditional pairwise term co-occurrences.
These automatically derived term relationships are in higher order, in the sense
that the information is flowing from a set of terms to another term (e.g. “(java,
computer) → programming”). “java” and “computer” are combined to form
a context-dependent premise for the derivation of “programming”. Song and
Bruza [15] propose an information flow model to capture the relationships, and
in [13], Pickens and MacFarlane build a term context model based on a max-
imum entropy algorithm to estimate the co-occurrence of terms in documents
with the query topic. The work in [12] expands the approach used in [13], and
decomposes the query topic into “latent” concepts, which consist of the combi-
nations of query terms. In [3], high-order inferential term relationships extracted
by the information flow approach [15] have been employed in a LM framework
combining the effects of information flows from different subsets of query terms.

Essentially, the Information Flow approach [15] is based on a lexical semantic
space model, namely Hyperspace Analogue to Language (HAL). The HAL space
is constructed by moving a fixed length sliding window over the corpus by a one
term increment. All terms within the window are considered as co-occurring with
each other with strengths inversely proportional to the distance between them.
After traversing the corpus, numeric vectors representing the concepts (terms)
are produced. Arbitrary terms (e.g., “Java” and “computer”) that are related to
each other (but not necessarily the syntactically valid phrases) can be combined
to form a new concept, also represented as a vector, by a weighted addition of
the underlying vectors of the terms. The information flow between two concepts
is then computed by comparing their underlying vectors.

Despite its good performance, re-loading and manipulating vectors in the
pre-computed HAL space, which is normally very large, for each query session
may potentially lead to a high computational overhead. In particular, for query
decomposition, the expensive information flow computation process (sequential
scan of the vocabulary to compare each vector in the HAL space with the vector
representing a subset of query terms) has to be performed for 2|Q| times, i.e.,
for each of the subsets of query terms. Indeed, as a consequence, in both [15]
and [3] the query decomposition was not actually performed. It was instead
approximated by computing information flows only once from the whole set of
query terms only. Moreover, the fixed sized sliding window approach used in
HAL is less flexible to encode various levels of associations between terms.

This paper aims to further advance the trend of using query decomposition
and high-order term relationships in query language modeling, by developing a
novel method to overcome the two aforesaid limitations.

Firstly, we propose to use association rule mining which is a popular and well
researched method for discovering interesting relations between variables in large
databases. Compared with the information flow approach, the association rule
mining shows a strong ability to capture the high-order term relationships from
different subsets of query terms in one go, thus truly realizing the idea of query
decomposition. It also does not need any training data (as in the MRF method)
or a pre-computed semantic space.
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Secondly, we propose dividing the documents into variable length segments
through multiple sliding windows of different sizes to perform association rule
mining. Using shorter segments instead of the whole documents will reduce the
computational load of association rule mining. On the other hand, using vi-
able length windows for document segmentation enables different levels of term
associations generated from different sized segments to be taken into account
in a mixture model. The segmentation-based approaches [2, 4, 11] have had
a proven track record particularly in passage and sentence retrieval. However,
to our knowledge, there has not been an approach to the use of multiple-sized
sliding windows for query language modeling.

In this paper, we build a novel framework that integrates the advantages of
association rule mining, multiple window segmentation and query decomposition
to derive higher-order term relationships for query language modeling. Fig. 1
shows our overall approach, with pseudo feedback documents and query topic
as input, and the generated query model as output.

Fig. 1. Structure of Theory

Extensive empirical evaluation has been conducted to compare the effective-
ness of our approach with a baseline language model, the Relevance Model and
the Information Flow approach. Our approach has demonstrated a better per-
formance than these existing models.

2 Generation of Association Rules from Documents

Mining association rules is an important technique for discovering meaningful
patterns in transaction databases. Formally, the problem can be formulated as
follows [1]. Let I = {i1, i2, · · · , in} be a set of n binary attributes called items.
Let D = {t1, t2, · · · , tm} be a set of transactions called the database. Each trans-
action in D has a unique transaction ID and contains a subset of the items in
I [7]. An association rule is a rule of the form X ⇒ Y , where X, Y ⊆ I, and
X, Y are two disjoint sets of items. It means that if all the items in X are found
in a transaction then it is likely that the items in Y are also contained in the
transaction. The sets of items X and Y are respectively called the antecedent
and consequent of the rule [7]. To select interesting rules from the set of all
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possible rules, constraints on various measures of significance and strength can
be used. The best-known constraints are minimum thresholds on support and
confidence.

supp(X ⇒ Y ) = supp(X ∪ Y ) =
CXY

M
(1)

conf(X ⇒ Y ) =
supp(X ∪ Y )

supp(X)
, (2)

where CXY is the number of transactions which contain all the items in X and
Y , and M is the number of transactions in the database.

Support, in Equation 1, is defined as the fraction of transactions in the database
which contain all items in a specific rule [14]. Confidence, in Equation 2, is an esti-
mate of the conditional probability P (EY |EX), where EX (EY ) is the event that
X (Y ) occurs in a transaction [8].

According to the above definitions, by considering a term as an item and a
text fragment, e.g., a sentence, a paragraph, a document, or a fixed sized window,
as a transaction, we can easily apply association rule mining to the discovery of
high-order term associations (i.e., the association rules between any subset (Qj)
of query terms {qj1 , · · · , qjm} (m = |Qj|) and the terms from vocabulary.

anti-missil ⇒ direct (0.076, 36.67)
reform welfar ⇒ competit (0.312, 177.16)

initi research defens ⇒ contract (0.162, 1788)
high-combustion fuels create ⇒ laser (0.03265, 61.11)

Fig. 2. Association Rules

Figure 2 shows some example association rules between various combinations
of query terms on the left hand side and a word on the right hand side. The
Porter stemmer has been used on these words . The numbers in the bracket
following each rule are its Support and Confidence values respectively.

For association rules, a minimum support threshold is used to select the most
frequent item combinations called frequent item sets. The computational com-
plexity of finding these frequent item sets, in the worst case, can be exponential
with respect to the number of items. Obviously, using the whole documents as
transactions implies high computation cost. Segmenting a long document into
shorter chunks can reduce such cost. There has been work carried out in passage
and sentence retrieval. However, passages, which are often still quite long (e.g.,
minimum 50 terms [11]), may contain “noisy” information and lead to computa-
tional overhead. On the other hand, the use of sentences may miss some useful
relationships between terms. In addition, using passages or sentences directly as
transactions may also lead to the data sparseness problem. In this paper, we
overcome these problems by segmenting documents into chunks using multiple
sliding windows.
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3 Document Segmentation

In this paper, we propose the use of multiple sliding windows. Each window
slides over the documents with 1/3 overlapping of the length of the window.
Eventually, we segment the pseudo feedback documents into chunks of variable
lengths.

Documents: �������������������������� · · · ����������
Chunk1: ����������
Chunk2: ����������
Chunk3: ����������

· · · · · ·
ChunkM : ����������

Fig. 3. Segmentation of Document

Fig. 3 illustrates the process of document segmentation by dividing the whole
document into overlapped chunks using a sliding window. The generation of the
overlapped chunks obviously increases the number of segments extracted from
the pseudo feedback documents, which can reduce the problem of data sparsity to
some extent, compared with the use of non-overlapping passages and sentences
for retrieval. To alleviate the potential noise carried by longer windows and
the potential missing information caused by shorter windows, we apply multiple
windows to generating chunks in different lengthes. In our experiments, we tested
7 windows ranging from 15 to 45 terms with a 5 term increment.

4 Rule Selection and Query Model Generation

Association rule mining is then applied in the segmented chunks of the pseudo
relevance feedback documents to discover terms associated with different com-
binations of query terms.

Instead of deriving association rules from a query as a whole, the query is first
decomposed into all the possible combinations of query terms. Consequently, an
example query Q = {q1, q2} can be expanded to a list of subsets of query terms,
Q′ = {{q1}, {q2}, {q1, q2}}. A concrete example is shown in figure 4.

Based on the query decomposition, we refine the association rule mining pro-
cess by selecting those rules derived from any subset of query terms. The process
brings two advantages. One one hand, it collects the rules related to any portion

Query → decomposed Query
{theory, derivation} → {{theory}, {derivation}, {theory, derivation}}

Fig. 4. Example of the query decomposition
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of the query instead of the whole query only. On the other hand, as the associ-
ation rule mining is incremental, there is no additional computational costs for
generating the rules from subsets other than the whole query.

Fig. 5 shows some refined rules from different subsets of query terms. In
general, the Confidence value can effectively represent how good a captured rule
is. As shown in Figure 5, the term combination “high-combustion fuels hydrogen”
implies “laser” in a higher confidence than the others.

high-combustion fuel create ⇒ laser (0.03265, 61.11)
high-combustion fuel hydrogen ⇒ laser (0.01929, 100.00)

high-combustion fuel ⇒ laser (0.01484, 47.62)
high-combustion fuel energy ⇒ laser (0.02671, 56.25)

high-combustion create hydrogen ⇒ laser (0.01336, 100.00)

Fig. 5. Association Rules

After the associated rules derivable from all the subsets of query terms are
obtained, the query model P (w|Q) can be generated as follows.

P (w|Q) =
∑

Qj∈Q′

P (w|Qj , Q)P (Qj|Q) (3)

Equation 3 shows a model by mixing the probability of term w given a specific
subset of query terms Qj and Q, weighted by a prior P (Qj |Q). By assuming
P (w|Qj , Q) ≈ P (w|Qj), we can obtain a simplified version which has been used
in [3]:

P (w|Q) =
∑

Qj∈Q′

P (w|Qj)P (Qj |Q) (4)

Note that, in [3], the effect of Qj was not actually implemented, due to the
time consuming information flow computations for all the Qj . Instead, Equation
4 was approximated by the information flows from the whole query Q only.

In addition, we have tested a number of ways for determining the prior dis-
tribution P (Qj |Q), e.g., based on the length of Qj and the average IDF value
of the terms in Qj . However, our prior experiments show that they are not
much of an improvement over the simple uniform distribution. Therefore, in our
experiments, P (Qj |Q) is assumed to be uniform:

P (Qj|Q) =
1

|Q′| (5)

Equation 4 is then rewritten as:

P (w|Q) =
∑

Qj∈Q′

P (w|Qj)/|Q′| (6)



340 D. Song et al.

Table 1. Test Collections and Query Topics

Coll. Description Size # Doc. Vocab. Query Q.fields Q.length

(MB) (words)
AP89 Associated Press 254 84,678 137,728 1–50 title 3.2

(1989) Disk 1

AP88–89 Associated Press 492 164,597 254,872 101–150 title 3.6
(1988–1989) Disk 1,2 151–200 title 4.3

WSJ90–92 Associated Press 242 74,520 121,944 201–250 desc. 8
(1990–1992) Disk 2

SJM San Jose Mercury News 287 90,257 146,512 51–100 title & desc. 12.2
(1991) Disk3

In the process of computing the conditional probability P (w|Qj), we propose
using the Confidence values of those associated rules from Qj .

PAR(w|Qj) =
Conf(Qj ⇒ w)

∑
w′ Conf(Qj ⇒ w′)

(7)

To derive the “new” smoothed model, a linear mixture can typically be used.
In this paper, we also use the method to mix the derived query model from
association rule mining with an original query model PO(qi|Q), where qi is a
term in the original query.

PO(qi|Q) =
QTF ∗ IDF (qi)∑

j∈1···|Q| QTF ∗ IDF (qj)
(8)

where QTF is the number of qi occurring in the query.
The smoothed query model can then be derived:

PNEW (w|Q) = λP (w|Q) + (1 − λ)PO(w|Q) (9)

5 Empirical Evaluation

5.1 Data

The experiments are conducted using various TREC collections and query topics
shown in Table 1. Different fields of the five topic sets are used in different
experiments to verify the robustness of our method with respect to different
average query lengths. All documents have been pre-processed in a standard
manner: terms are stemmed and stop words are removed.

5.2 Experimental Setup

In our experiments, the Lemur Toolkit was used to construct the baseline. For
association rule mining, the Apriori algorithm implemented in the WEKA toolkit
was adapted with the granularity of transactions set to be at the chunk level. We
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Table 2. Comparison between QL, RM, IF and AR

(a) Experimental results on AP89 collection for queries 1–50 (title)

QL RM IF AR AvgPr change AvgPr change AvgPr change
(% over QL) (% over RM) (% over IF)

AvgPr 0.1970 0.2270 0.2664 0.2731 +38.6** +20.3** +2.5
Recall 1702 2312 2372 2367

(b) Experimental results on AP88-89 collection for queries 101–150 (title)

QL RM IF AR AvgPr change AvgPr change Avgr change
(% over QL) (% over RM) (% over IF)

AvgPr 0.2338 0.3069 0.3185 0.3287 +40.6** +7.1* +3.2*
Recall 3160 3910 3900 3935

(c) Experimental results on AP88-89 collection for queries 151–200 (title)

QL RM IF AR AvgPr change AvgPr change Avgr change
(% over QL) (% over RM) (% over IF)

AvgPr 0.3063 0.3471 0.3942 0.4081 +33.2** +17.6** +3.5*
Recall 3319 3566 3841 3793

(d) Experimental results on WSJ90-92 collection for queries 201–250 (description)

QL RM IF AR AvgPr change AvgPr change Avgr change
(% over QL) (% over RM) (% over IF)

AvgPr 0.2366 0.2403 0.2673 0.2846 +20.3** +18.43** +6.5*
Recall 978 990 1015 1038

(e) Experimental results on SJM collection for queries 51–100 (title & description)

QL RM IF AR AvgPr change AvgPr change Avgr change
(% over QL) (% over RM) (% over IF)

AvgPr 0.2105 0.2154 0.2201 0.2372 +12.7* +10.12* +7.8*
Recall 1460 1486 1488 1498
∗ indicates the difference is statistically significant at the level of p−value < 0.05.

∗∗ indicates the difference is statistically significant at the level of p−value < 0.01.

use the top 35 documents as pseudo feedback documents, and the top 100 terms
from the new query model are selected. Our experiments show little variation in
performance when λ is more than 0.9.

Our method (AR) is compared with a baseline language model, namely the
Query Likelihood (QL) model, the Relevance Model (RM), and the language
model based on Information Flow (IF). The effectiveness indicators are the stan-
dard non-interpolated average precision (AvgP) and recall, which are calculated
based on 1000 retrieved documents for each query. We also perform the t-test
to measure the statistical significance of performance improvements.

5.3 Result Analysis

Tables 2(a), 2(b) and 2(c) show the retrieval performance of the four models
under comparison on the AP89 and AP8889 collections using the title field of
three query sets (average query length: 4). Our approach (AR) shows statistically
significant improvements over the Query Likelihood model (QL) by more than
30% (38.6%, 40.6% and 33.2%), and over the Relevance Model by at least 9%
(23.4%, 9.3% and 19.9%). Our approach also improves recall over the QL and
RM. As shown in Figures 6(a), 6(b) and 6(c), our approach generates better
precision than QL and RM at almost all the recall points.
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(c) Query 150–200 on Collection AP88–89
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Fig. 6. Precision-recall Curves

Table 2(d) and Fig. 6(d) list the results on the WSJ collection using the
description field of topics 201-250 (average query length: 8). Our approach also
shows significant improvements in the average precision over the QL and RM,
by 20.3% and 17.8% respectively.

Further, the experimental results on the SJM collection using a longer query
set (title and description fields of topics 51-100, average query length: 12.2) are
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shown in Table 2(e) and Fig. 6(e). Again, significant improvements (12.7% and
10.38%) in average precision have been achieved, although not as much as the
improvements obtained for the shorter queries. This is due to the query length.
In general, the longer the query is, the more useful information it may have
contained. Thus, it is reasonable that, for longer queries, a better baseline was
also obtained. However, even in this case, our approach still shows its strong
ability to capture the relationships between query terms and words in pseudo
feedback documents.

Our approach has also shown improvements over the Information Flow based
language model in all the experiments. Moreover, more improvements are ob-
tained on longer queries. This reflects the effects of the query decomposition,
i.e., the consideration of the contributions from any parts of the query will lead
to improvement of retrieval effectiveness.

Fig. 7 compares the retrieval performance with the use of sentences as chunks
as well as the use of individual sliding windows. For the former, we split the
pseudo feedback documents into sentences based on the punctuation, such as full
stops. The performance of the use of sentences is only slightly better than the
15-sized window, but lower than the others. The use of multiple-length chunks
proves to be more effective than the use of individual fixed-sized windows.
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Fig. 7. Effects of Multiple Windows

Remark 1: We also test the effect of the mixture model (linear combination)
of information flows and association rules. In all runs, the mixture model per-
forms slightly better than the use of IF and AR individually (consistently by
around +5% over the IF and less than +1% over the AR). This suggests that
combining the different types of term relationships does not have to significantly
improve retrieval performance. It also further explains the consistently better
performance of association rule mining (AR) over information flow (IF). AR ap-
parently produces better coverage of useful relationships. Therefore, using AR
alone would seem to provide the basis of an effective solution.
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Remark 2: The elapsed time for building the query model using AR and IF
are also roughly compared. The AR (less than 1 second per query) is about
three times faster than the IF (3.1 seconds per query). This further verifies our
discussion about the computational issue in Section 1.

6 Conclusions and Future Work

We have proposed a novel approach, which integrates association rule min-
ing, multiple window segmentation and query decomposition, to derive “higher-
order” term relationships for query language modeling. Our framework takes
into account inferences from any subset of query terms, facilitated by automati-
cally derived multiple levels of “higher-order” term associations from the pseudo
relevance feedback documents that are segmented into multiple sized chunks. A
substantial suite of experiments have been conducted on various TREC collec-
tions and our approach outperforms a baseline language model, the Relevance
Model and the Information Flow model. Based on experimental results, we can
draw the following conclusions:

– The approach used in our paper considers the contributions from the differ-
ent combinations of query words, i.e., the Qj in Equation 4. This demon-
strates that the incorporation of query decomposition to take into account
all possible and partial inferences from the query is beneficial to retrieval
performance.

– The multiple length document segmentation with overlapping sliding win-
dows brings its benefits of avoiding the problem of data sparseness and the
missing useful associations.

– The use of high-order terms relationships derived via association rule mining
from segmented documents has proved more effective and efficient than the
Information Flow model. This is, in our opinion, a significant step forward
for developing operational query language models.

In the future, we will investigate more effective weighting function P (Qj |Q)
to generate further improvement. The consideration of the importance of docu-
ments in high-order term relationship discovery could also be useful to improve
the effectiveness of our system. In addition, other types of term relationships
such as those from the WordNet, will be incorporated. Finally, some state-of-
the-art algorithms, such as Metzler’s MRF based method in [12], will be explored
and compared in our future work.
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Abstract. This paper extends the state-of-the-art probabilistic model BM25 to 
utilize term proximity from a new perspective. Most previous work only con-
sider dependencies between pairs of terms, and regard phrases as additional in-
dependent evidence. It is difficult to estimate the importance of a phrase and its 
extra contribution to a relevance score, as the phrase actually overlaps with the 
component terms. This paper proposes a new approach. First, query terms are 
grouped locally into non-overlapping phrases that may contain one or more 
query terms. Second, these phrases are not scored independently but are instead 
treated as providing a context for the component query terms. The relevance 
contribution of a term occurrence is measured by how many query terms occur 
in the context phrase and how compact they are. Third, we replace term fre-
quency by the accumulated relevance contribution. Consequently, term prox-
imity is easily integrated into the probabilistic model. Experimental results on 
TREC-10 and TREC-11 collections show stable improvements in terms of av-
erage precision and significant improvements in terms of top precisions.  

1   Introduction 

A document is usually represented as a bag of words in information retrieval theory in 
order to make both the development of retrieval models easier and the retrieval opera-
tion tractable. People often observe that the independence assumption does not hold in 
textual data and there has always been the feeling that term dependencies, if used 
correctly, should improve the retrieval quality. Consequently, there has been much 
research on incorporating term dependence into retrieval models over the last few 
decades.  

Some recent work [10][17] on language models shows promising results by model-
ing dependencies on large web collections. However, most work on probabilistic 
models has not achieved consistent improvements. This paper aims to extend the 
state-of-the-art probabilistic model BM25 to take advantage of term proximity. 

By surveying the literature, we find two problems in previous work. First, it is dif-
ficult to estimate the importance of phrases because they are different in nature from 
words. It may be not appropriate to apply the same weighting schemes for them.  
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Second, a naïve linear combination of scores of words and those of phrases may break 
the non-linear property of term frequency. In probabilistic models, the non-linear term 
frequency is desirable because of the statistical dependence of term occurrences: the 
information gained on observing a term the first time is greater than the information 
gained on subsequently seeing the same term. As phrases are not independent from 
the component words, a linear combination of these two parts of scores is likely to be 
inappropriate. 

To solve this problem, we take a brand new perspective in this paper. First, neigh-
boring query terms are grouped into non-overlapping phrases that contain as many 
query terms as possible under some constraints. Second, these phrases are regarded as 
providing a context for the component query terms. The relevance contribution of a 
component query term occurrence is measured by how many query terms occur in the 
context phrase and how compact they are. Finally, we accumulate the relevance con-
tribution from each query term. By replacing term frequency with this accumulated 
relevance contribution, term proximity is built into the probabilistic model. Experi-
mental results on TREC-10 and TREC-11 collections show stable improvements in 
terms of average precision and significant improvements in terms of top precisions.  

In the next section, previous work on term proximity is reviewed. Section 3 de-
scribes the details of the new approach that builds term proximity into the probabilis-
tic model. Experimental results are presented in Section 4. Section 5 concludes and 
discusses future work. 

2   Related Work 

There has been some work dealing with term proximity or dependency in several 
information retrieval models, including vector space models [8], probabilistic models 
[6][12][16][28][29][22], language models [11][13][25][27][10][19][18][17], and 
inference network models [5] .  

Fagan’s thesis [8] is one of the most comprehensive studies on automatic indexing 
using phrases. He identifies both syntactic phrases by using linguistic evidence and 
statistical phrases by using factors, such as the number of times the phrase occurs in a 
collection and the proximity between phrase terms. Fagan regards the phrases as new 
words in scoring a document. On weighting a phrase, he associates the average of the 
tf-idf weights of the component words with the phrase. His results suggest that even 
though the statistical method does not consistently perform well, it yields improve-
ments that are competitive with some syntactic methods. 

Croft et. al. [5] proposes a different way to use phrases in inference network mod-
els. They identify phrases in a natural language query and then use the phrases to 
construct a structured query. The results on CACM collection indicate that this ap-
proach slightly outperforms statistical phrases, but the long natural language queries 
are not typical on the web today. 

Several studies have examined term dependency in the language modeling frame-
work [11][13][25][27][10][19][18][17]. Some models only consider dependencies 
among pairs of terms. Most approaches replace the unigram in the language model by 
bigrams or bi-terms that are two adjacent words. However, term dependency does not 
only exist between adjacent words. It may also occur between more distant words. 
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Thus Gao et. al. [10] extends the bigram or biterms models previously proposed to a 
more general one, in which word dependencies are not only restricted to adjacent 
words. Given a sentence, only the strongest word dependencies are considered to 
reduce estimation errors. The model shows consistent improvements over a baseline 
query likelihood system on a number of TREC collections. Metzler and Croft [17] 
develop a general term dependency model via Markov random fields. Sequential 
dependency and full dependency models are compared with the independent model. 
In their work, query terms within a window N terms are identified, so the number of 
query terms in a phrase may be more than two. Ordered and unordered phrases are 
assigned different weights in scoring. The experimental results show significant im-
provements, especially on the larger Web collections. 

Only a few approaches take account of term proximity in ranking directly. In the 
1995 TREC conference, both University of Waterloo and Australian National Univer-
sity adopted relevance measure based on term proximity [3][4][14][15]. Similarly to 
our approach, they detect spans that cover all concepts in a query and then calculate a 
score based on those spans. The score is proportional to the reciprocal of the length of 
span in [3][4], or the inverse square root of the length in [14][15]. These approaches 
are quite simple, but do not consider partial match of a query, i.e. a span covers a part 
of the query. Brin and Page described the usage of proximity in Google [1], but no 
detail or performance has been discussed. 

Rasolofo and Savoy [22] demonstrate that one can improve retrieval effectiveness 
by combining a kind of simple term proximity based on word pairs into the BM25 
ranking function,. As this work is most related to ours, we choose it as a competitor in 
our experiments. We now introduce the baseline approach BM25 and Rasolofo and 
Savoy’s approach in detail. 

BM25 is the state-of-the-art probabilistic model [24]. It combines term frequency, 
inverse document frequency and document length together to measure relevance. The 
formula is showed as below: 

(1) 1( 1)
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where, t  denotes a word in the query Q ; tf is term frequency of t ; l  is document 

length, and avdl  is average document length; 1k  and b are parameters. (1)w  is the 

Robertson/Sparck-Jones weight [23], and one of its simple variants is: 
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                                                (3) 

where N  is the sum of documents within a collection; n  is the number of documents 
containing the term t  within the collection.  
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In [22], for a query ( , , )i j kq t t t= , the following set S of term pairs is obtained: 

{( , ),( , ),( , )}i j i k j kt t t t t t . Rasolofo and Savoy extend formula (1) by adding an analogous 

function for term pairs.  

1
( , )(1) (1) (1)1

( , )
( , )

( 1) ( , )
( 1)

min( , )
( , )

i j
occ t ti j

i j
t Q t t Si j i j

occ t ti j

k tpi t t
k tf

w w w
K tf K tpi t t∈ ∈

∑+ ⋅
+ ⋅

∑ ∑+ ⋅
∑+ +

       (4) 

Here, ( , )i jocc t t  denotes a term pair occurrence and the distance between it  and 

jt  is no more than five in [22]. They calculate a term pair instance (tpi) weight as 

follows: 

2

1.0
( , )

( , )
i j

i j

tpi t t
d t t

=                                             (5) 

where ( , )i jd t t is the distance expressed in number of words. Based on formula (5), the 

highest value is 1.0, corresponding to a distance of one (the terms are adjacent), whe-
reas the lowest value is 0.04, corresponding to a distance of 5. 

Büttcher et al [2] propose a score function that is similar to Rasolofo and Savoy’s 
function. The difference is that in Büttcher et al’s approach only neighboring query 
terms can affect each other and the estimated weight of a term pair is smaller because 
it is limited to 1. 

These approaches still suffer the problems of weighting phrases and over-scoring a 
term pair given the component words are already scored. Our work will try to solve 
these problems.  

3   The Probabilistic Model with Term Proximity Built-In 

Here we propose a way to go beyond the simple linear combination of relevance 
scores of single terms and phrases. Although we agree that the contribution of phrases 
is greater than that of an isolated query term, we do not treat phrases as separate ob-
jects. When a term occurs within a phrase, its contribution to relevance is boosted by 
factors related to its context, such as the density of the phrase and the number of 
unique terms that occur together with it. In other words, the contribution of a phrase is 
distributed to each term that composes the phrase. As a consequence, term frequency 
in existing ranking functions is replaced by the accumulation of single relevance con-
tribution. While term proximity is easily plugged in, such approach could also take 
advantage of well-defined inverse document frequency and document length normali-
zation parts, and preserve non-linear property of term frequency as well. In this sec-
tion, we will mainly address the following two problems: 

1. How to detect phrases without overlapping, called expanded spans. 
2. How to measure relevance contribution of a single term by considering its 

context. 
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3.1   Expanded Span 

Each document d is treated as an ordered sequence of terms 

1 2 | |, ..., ., dt t t  

| |d  is the document length in terms of words. Given a query Q  that is a set of query 
terms, all query term occurrences compose a chain of ordered hits: 

1 2
, ..., .,p p pm

t t t  

Here, , {1, 2.. }pi
t Q i m∈ ∀ ∈ , and ip is the position where pi

t occurs. A hit means a 

term occurrence. 
We wish to group the most related query terms together into an expanded span. To 

avoid counting a term twice, there is no overlap terms between any two expanded 
spans. Based upon such a strategy, we observe that an expanded span will have the 
following two properties.  

First, two adjacent query terms are far enough away from each other, we regard 
them as unrelated query terms. 

Second, given two different query terms a and b, if b is surrounded by more than 
one a, we would connect b with the closest a. For an instance, “a x x x x a x b ” is a 
segment of a document where “x” represents any term not in the query. It is more 
natural that we combine the second a, instead of the first one, with b as an expanded 
span because they are closer. For another example, if another a follows b as “a x x x a 
x b a,” the third a may be more related to b than the second one now because it is 
nearer to b.  

Based upon these observations, we propose an algorithm to segment a chain of hits 
into a set of expanded spans. First, hits in the chain are scanned one by one from the 
head to the tail. Second, for the current hit, if the next hit exists, four possible cases 
are to be processed respectively: 

(1) The distance between the current and the next is bigger than a threshold 

maxd : Separate the chain between these two hits; 

(2) The current and the next hit are identical: Separate the chain between these 
two hits; 

(3) The current and next hits are different but the next hit is identical to a previ-
ous hit: Compare the distance between the current and the next hits, and the 
distance between the previous and the current hits. Then separate the chain at 
the bigger gap.  

(4) Otherwise: Go to the next hit.  

Finally, when the last hit has been processed, the chain is segmented into several 
spans called expanded spans like (

ipt …
jpt ).   

For a chain composed of m hits, the worst time complexity of expanded span detec-
tion algorithm is ( | |)O m Q⋅ . For each hit qi

t , in case 1 and 2, no further comparison  

 



 Viewing Term Proximity from a Different Perspective 351 

with hits in the current sub-chain is conducted, while in case 3, there are | |Q  com-
parisons at most to search identical hits.  The width of an expanded span of (

ipt …
jpt ) 

is defined as: 

max

1 ,
( ... )

.

i j i j
p pi j

p p if p p
Width t t

otherwised

− + ≠
=
⎧
⎨
⎩

                              (6) 

To illustrate expanded spans, we will use the short document [21] shown in Fig. 1, 
which was quoted by Clarke et al. in [4].  

 

Fig. 1. A short document with position labels 

Superscripts indicate term positions. Suppose that a query is “sea thousand years” 
and maxd  is set as 10.  In this document, the chain of ordered hits is: 

sea5, thousand7, years8, thousand10, years11, sea29  

According to the segmentation algorithm, scanning starts from sea5. For sea5 and 
thousand7, the fourth case is applied. For years8, the next hit, i.e. thousand10, is identi-
cal to thousand7, so the third case is applied. As thousand7 is nearer to years8 than 
thousand10, the chain is separated before thousand10. Thus, (sea5 … years8) forms the 
first expanded span. Next, the fourth case is applied for thousand10. When years11 is 
scanned, the distance between sea29 and years11 is further than maxd . By applying the 

first case, we get (thousand10 years11) as a new expanded span. Finally, (sea29) be-
comes an expanded span with a single query term only. The set of expanded spans for 
the document is: 

{(sea5 … years8), (thousand10 years11), (sea29)} 

The corresponding span widths are as follows: 

{4, 2, 10} 

Please note that the width (or length) of (sea29) is not 1 but 10 that is maxd .  
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In summary, an expanded span has the following properties: 

(1) There is no overlapping between any two expanded spans 
(2) Each expanded span contains as many unique hits as possible while its length 

is minimized. 

3.2   Viewing Term Proximity from a Different Perspective 

When a document is viewed as a bag of words, term frequency accumulates the con-
tribution to relevance of each term, independent of any individual term occurrence’s 
proximity to other query terms. However, when term position information is taken 
into account, the relevance contribution of each term occurrence could vary with its 
context. For instance, sea5 contributes more than sea29 as sea5 is near to other two 
query terms while sea29 is isolated in Fig. 1.  

Intuitively, the relevance contribution is related to several factors. First, the rele-
vance contribution is inversely proportional to a function of the width of the expanded 
span. For example, (thousand10 years11), whose width is 2, looks more relevant than 
(thousand56 … years65), whose width is 10. Second, the number of unique query 
terms within an expanded span also boosts relevance contribution. For example, 
though the width of (thousand10 years11) is less than that of (sea5 …  thousand7 
years8), the latter matches all the query terms so that implies more relevance to the 
query of “sea thousand year.” 

Therefore, we propose a function to represent relevance contribution of one term 
occurrence: 

                             ( , )
( )

i
i

i

n
f t espan

Width espan

λ

γ=                                       (7)  

Where: 

t  is a query term, 

iespan is an expanded span that covers t , 

in  is the number of query terms that occur in iespan , 

( )iWidth espan  is the width of iespan , 

λ  and γ are two parameters. 

This function increases with increasing in  and decreasing width of the expanded 

span. For example, when 2λ =  and 1γ = ,  

5 8 3 3
( ,( ... )) 2.25

4
f sea sea year

×= =  

10 11 2 2
( ,( )) 2

2
f year thousand year

×= =  

29 1 1
( ,( )) 0.1

10
f sea sea

×= =  
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So far, ( , )if t espan  has no factor for the specific term, thus we will get the same 

values for any term t  in iespan , e.g. 5 8 5 8( , ( ... )) ( ,( ... ))f sea sea year f year sea year= .  

Next, we accumulate relevance contribution ( rc ) of all occurrences for a term t :  

( , )i
i

rc f t espan= ∑                                              (8) 

The more expanded spans found containing t  in a document, the higher the relevance 
score.  

When tf  in traditional ranking functions is replaced by rc , a term proximity factor is 
naturally achieved. In our experiments, rc  is built in Okapi’s ranking function (1) [24]: 

(1) 1( 1)

t Q

k rc
w

K rc∈

+ ⋅
∑

+
                                          (9) 

Even if two terms in the same expanded span have the same relevance contribution, 
term weights preserved in the ranking function could distinguish them easily now. 

4    Experiments 

Experiments are conducted on the ad hoc task of TREC-9, TREC-10 and the web task 
of TREC-11. Each task has 50 queries. TREC-9 and TREC-10 use the dataset of 
WT10g [7], while TREC-11 uses .GOV [7]. Both the data and queries are processed 
by Fox’s stop list [9] and Porter stemmer [20]. 

We tune parameters to optimize the baseline BM25/Okapi ranking function. With 
setting b  as 0.3, 1k  as 0.4 for WT10g and b  as 0.45, 1k  as 2.5 for .GOV, we achieve 
the baselines that are competitive with top-flight performance in TREC-9, 10, and 11. 
In addition, we train three parameters of our new ranking function on TREC-9. As a 
result, we set maxd  as 45, λ  as 0.55 and γ  as 0.25. With such settings, given a query 
of two terms a and b, the span “a b” that exactly matches the query contributes 1.23 to 
rc , three times as big as that of a separated “a” and “b”. 

We test our proposed approach on TREC-10 and TREC-11. We show evaluation 
results of the baseline (Okapi) and our approach (newTP) in Table 1. It shows that our 
approach consistently outperforms the baseline in terms of average precision and top 
precisions. In particular, the approach with term proximity built-in significantly im-
proves BM25/Okapi ranking function in terms of precision at 5 and precision at 10. 

Table 1. Retrieval Results 

Collections AvePre P@5 P@10 
TREC-10-Okapi 0.2026 0.3640 0.3240 
TREC-10-newTP 0.2237 0.3960 0.3480 

TREC-10-Diff +10.4%* +8.8%* +7.4%* 
TREC-11-Okapi 0.1776 0.2776 0.2408 
TREC-11-newTP 0.1855 0.3143 0.2653 

TREC-11-Diff +4.4% +13.2%* +10.2%* 

        Note: * indicates statistic significance (p<0.05 with a two-tailed paired t-test). 
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Fig. 2. Average precision 

We implement Rasolofo and Savoy’s approach (OkaTP) to do a comparison with 
ours (newTP). The results are shown in Fig. 2, 3, and 4.  
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Fig. 3. Precision at 10 
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Fig. 4. Precision at 5 
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It indicates that our approach outperforms their approach in terms of average preci-
sion and especially precision at 10. In Fig.3 OkaTP does not achieve improvements 
over the baseline, but it performs even better than our approach in terms of precision 
at 5 (see Fig. 4).  

It seems that OkaTP is more aggressive in bringing some documents with very close 
term pairs to the top, whereas our newTP is more stable in improving retrieval perform-
ance because we eliminate overlaps between a phrase and the component words. In 
addition, our newTP handles some documents with relatively distant query terms well, 
which may be why newTP brings more relevant documents into the top ten. 

5   Conclusion and Future Work 

This paper proposes a brand new approach that integrates term proximity into the 
state-of-the-art probabilistic model BM25. First, under some constraints, the chain of 
all the query term occurrences is segmented into spans. Second, the relevance contri-
bution of a span is measured by the number of component words and its length. Third, 
term frequency in the probabilistic model is replaced by accumulated relevance con-
tribution of the span that contains the term.  

As a result, the BM25 formula is simply extended to a ranking function with term 
proximity built in. Experimental results on TREC-10, TREC-11 collections show 
stable improvements over the baseline in terms of average precision and significant 
improvements in terms of top precisions. When comparing the proposed approach 
with a previous approach, we find our approach is more stable and handles depend-
ency between more distant terms better. 

We have two directions of future work. On the one hand, there is room to improve 
the way of adding relevance contributions for a certain term. Though the relevance 
contribution of a span with a single query term is small, it is still possible to over-
whelm the contribution of a compact span with more query terms, if the number of 
single-word spans is much bigger. Thus, we would try some other combination  
methods to solve the problem. On the other hand, evaluating the influence of term 
proximity in terms of perceived relevance is a part of our future research work. Some-
times, web search users appreciate returning a document with most or all of the query 
terms rather than a document that contains fewer, even if the later is more relevant 
[26]. Therefore, perceived relevance may be more appropriate to measure the impact 
of term proximity. 
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Abstract. Recent developments in the field of data fusion have seen
a focus on techniques that use training queries to estimate the prob-
ability that various documents are relevant to a given query and use
that information to assign scores to those documents on which they are
subsequently ranked. This paper introduces SlideFuse, which builds on
these techniques, introducing a sliding window in order to compensate
for situations where little relevance information is available to aid in the
estimation of probabilities.

SlideFuse is shown to perform favourably in comparison with
CombMNZ, ProbFuse and SegFuse. CombMNZ is the standard baseline
technique against which data fusion algorithms are compared whereas
ProbFuse and SegFuse represent the state-of-the-art for probabilistic
data fusion methods.

1 Introduction

The aim of any Information Retrieval (IR) system is the identification of docu-
ments that best satisfy a user’s information need, typically expressed in terms
of a textual query. Traditional approaches to IR employ algorithms responsible
for analysing the contents of the documents themselves in order to return those
that most closely relate to the query provided.

More recently, there is a growing body of research focused on combining the
output of several such systems with the aim of creating a single set of results
that will have greater relevance than the output of any individual system [1,2,3].
Algorithms to perform this type of combination vary according to the situations
in which they are intended to be used. This paper concentrates on the “data
fusion” family of algorithms, which are intended for use in cases where each
input system has access to the same document collections [4]. This is distinct
from “collection fusion” [5], where the document collections are disjoint, or cases
where only partial overlap exists between collections.

The principal difference between these situations is that data fusion algorithms
may consider the presence of a document in multiple result sets as evidence of

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 358–369, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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relevance, since a document’s absence in a result set can only be as a result of
it not being considered relevant by the corresponding input system. In contrast,
where the overlap between document collections is not complete, the absence of
a document from a result set may merely reflect its absence from the underly-
ing document collection and so is not necessarily a reliable indication that the
document has been considered to be nonrelevant.

This paper introduces SlideFuse, a novel probabilistic data fusion algorithm
that uses the past performance of its underlying input systems as an indication
of the probability that certain documents will be relevant to future queries. This
assumption has been previously demonstrated to achieve favourable results [6,7].
It is robust in the face of incomplete training data by utilising information about
a document’s neighbours as evidence of its likelihood of relevance. It does this
while avoiding some of the shortfalls of existing probabilistic methods.

Section 2 gives a brief outline of previous research in the area of data fusion.
In Section 3, we present an overview of how SlideFuse operates, followed by
a formal definition of the algorithm in Section 4. Section 5 details the setup of
the experiments that were run to evaluate the SlideFuse algorithm, the results of
which are presented in Section 6. This includes a comparison with the CombMNZ
algorithm, which is a standard baseline frequently used in data fusion research,
as well as ProbFuse and SegFuse, two recent probabilistic data fusion techniques.
Finally, conclusions and future work are discussed in Section 7.

2 Data Fusion

Traditionally, data fusion techniques fall into two broad categories: score-based
fusion and rank-based fusion. Score-based techniques make use of the scores
each input system uses to rank the documents in its result set. This typically
necessitates the use of some form of score normalisation [8], in order to ensure
that the results cannot be skewed by the use of different methods of allocating
scores (e.g. one input system may score documents on a scale of 0-100 whereas
another may use a scale of 0-1).

A popular approach to score-based fusion is the use of a Linear Combination
[1,9,3]. Here, weights are attached to each input system, which are multipled by
the ranking scores assigned each document. The final score for each document
is the sum of these. Normalised scores have also been used in this context [10].

An important suite of data fusion techniques based on normalised scores was
proposed in [8]. Of these, CombMNZ has become the standard data fusion tech-
nique against which new algorithms are compared [2,11]. Here, the final score as-
signed to each document is the sum of the normalised scores it is given in each input
result set, multiplied by the number of input systems that returned it. Significant
work was carried out by Lee to demonstrate CombMNZ’s effectiveness [12].

Interleaving is perhaps the simplest rank-based fusion technique [5]. This in-
volves removing the top document from each input result set in turn and adding
it to the fused set to be returned. Weighted variations on this have also been pro-
posed so as to benefit input systems that have achieved superior performance
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in the past [13]. Two voting-based techniques based on document ranks were
proposed by Aslam and Montague [11,14]. These used the analogy of the input
systems representing few electors and the documents representing many candi-
dates to be ranked.

An algorithm making use of the textual contents of the documents was pre-
sented in [15,16]. Another relies on the input systems providing metadata relating
to the documents they return, which can be used in the fusion process [17].

In recent times, a variation of rank-based fusion has emerged, whereby result
sets are divided into segments and documents are assigned a score based on the
segments in which they appear, rather than their exact rank within the result set.
The ProbFuse algorithm [6,18] divides each result set into equal length segments
and uses training data to estimate the probability that a document returned
in a particular segment by a particular input system is relevant. This is done
by calculating the proportion of documents returned in each segment by each
input system that are relevant to the training queries, compared to nonrelevant
documents.

A similar approach is taken with SegFuse [7], with the major exception being
that the segments are not of equal length, but rather increase in size exponen-
tially later in the result set. As relevant documents are most likely to occur in
the early part of a result set, maintaining small segment sizes in early positions
advantages these early documents, as they are less likely to be grouped with less
relevant documents occurring later on. SegFuse also takes normalised scores into
account.

3 SlideFuse: Introduction

Existing segment-based data fusion techniques ProbFuse and SegFuse use the
probability that a document is relevant to assign a score on which it is even-
tually ranked in the final result set. This probability is estimated by analysing
the results of a number of training queries for which relevance judgments are
available. Relevance judgments are typically included with IR test collections,
and specify which documents in the collection have been judged to be relevant,
or nonrelevant, to test queries. However, with large document collections these
judgments tend to be incomplete, meaning that only relatively few documents
have been judged for each query, leaving the majority unjudged. This incom-
pleteness causes difficulty in analysing training data, as there may be positions
in result sets in which a document that is known to be relevant is never returned,
though this does not necessarily entail that a relevant document is never located
at that rank.

For this reason, calculating probabilities at the individual rank level results in
an extremely jagged probability distribution. For instance, with the Web Track
from the TREC-2004 conference (which is the document collection used in the
experiments presented in Section 5), calculating the probability for each position
results in the graph presented in Figure 1. In that figure, the probability value
used in each position is the number of relevant documents returned in that
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Fig. 1. Probability Distribution using Individual Positions

postion over all the training queries, divided by the total number of training
queries that returned a document in that position (i.e. a result set of only 100
documents in length will not have returned a document in position 101).

One motivation behind segmenting result sets is to counter this effect, by not
estimating the probability of relevance of a document returned at a particular rank
solely based on documents returned at that exact rank for the training queries.
Instead, relevant documents returned at other positions within the same segment
are also taken into account, so smoothing the distribution of probability scores.

One consequence of this approach is that it is possible for a significant drop
in probability score to occur at the boundary between segments. This effect is
illustrated in Figure 2. For example, in a result set divided into segments of
40 documents each, the probability associated with the document returned in
position 40 is likely to be much higher than that of the document returned in
position 41. This is because the probability for the segment containing position
40 is calculated using positions 1 through 40, whereas the segment containing
position 41 ranges from position 41 to position 80. As the former encompasses
documents much higher in the result set (that are more likely to be relevant
than documents further down the result set), position 40 is given an artificial
advantage over position 41. This is easily demonstrated by plotting a graph of
probability score against position. Unlike ProbFuse, SegFuse changes the size
of each segment in different areas of the result set, with the smallest segments
being at the beginning. This has the effect of reducing the distance between such
segment boundaries at the beginning of the result set, where relevant documents
are most likely to appear and consequently reducing the occurrence of sudden
changes in probability scores.

In order to address the problem of the sudden drops in the probability scores
associated with segmentation, and the problem of incomplete relevance judg-
ments, we introduce the concept of a window surrounding each rank, where the
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Fig. 2. Probability Distribution using ProbFuse and SegFuse

Fig. 3. Probability Distribution using SlideFuse

probability assigned to that rank is based on the proportion of relevant docu-
ments located in its surrounding window during the training phase. For example,
if we define the size of the sliding window to extend to 5 documents on either
side of the relevant position, the window for rank 40 will extend from position
35 to position 45 inclusive. Similarly, the sliding window for position 41 extends
from rank 36 to rank 46. With this approach, the problem of the location of
segment boundaries is eliminated, as it is the closest neighbouring positions that
are always taken into account. The effect on probability distribution is shown
in Figure 3. As a special case, SlideFuse ensures that a sliding window cannot
extend beyond the boundaries of the result set.
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The use of training data entails that the scores that are ultimately assigned
to each document are based on the past performance of each input system, thus
encompassing an implied weighting system wereby documents returned by input
systems with a prior record of greater effectiveness will receive a higher score. A
formal mathematical description is presented in Section 4.

4 SlideFuse: Description

In common with other probabilistic data fusion techniques, SlideFuse requires
both a training phase and a fusion phase. In the training phase, relevance infor-
mation is gleaned from result sets returned in response to training queries for
which relevance judgments are available. Later, this training data is used to fuse
result sets produced by the same input systems relating to other queries.

4.1 Training Phase: Rank Probability

The training phase consists of estimating for each input system the probability
that a document returned in any given rank in that system’s result set is relevant.

Formally, P (dp|s), the probability that a document d returned in position p
of a result set is relevant, given that is has been returned by input system s is
given by

P (dp|s) =

∑
q∈Qp

Rdp,q

Qp
(1)

where Qp is the set of all training queries for which at least p documents were
returned by the input system and Rdp,q is the relevance of the document dp to
query q (1 if the document is relevant, 0 if not). This is calculated for each input
system to be used in the fusion phase.

4.2 Fusion Phase: Window Boundaries

As noted in Section 3, using the probability at each rank leads to inconsistent
results on document collections with incomplete relevance judgments, due to the
high number of documents in each result set that have not been judged relevant
(and are therefore assumed not to be relevant). In order to achieve more useful
probability values, we construct a window around each position, so as to make
use of relevance information about near neighbours when assigning probabilities
to individual ranks.

The start and end points (a and b respectively) of the sliding window sur-
rounding each result set position p are given by

a =

{
p − w p − w >= 0

0 p − w < 0
(2)

b =

{
p + w p + w < N

N − 1 p + w >= N
(3)
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where w is a parameter that indicates how many positions on either side of p
should be included in the window and N is the total number of documents in
the result set. In effect, the above definitions of a and b ensure that the window
cannot begin before the first document in the result set and also cannot extend
beyond the last document.

4.3 Fusion Phase: Assigning Probabilities to Windows

Once the window boundaries have been set around each position of each of the
result sets that are to be fused, the next stage in the fusion process is to assign
a probability score to each position based on those positions contained in the
window surrounding it.

P (dp,w|s), the probability of relevance of document d in position p using a
window size of w documents either side of p, given that it has been returned by
input system s is given by

P (dp,w|s) =
∑b

i=a P (di|s)
b − a + 1

(4)

The use of the sliding window results in a smoother decrease in the proba-
bilities later in the result set, when compared with using probabilities based on
data available at each position alone.

4.4 Fusion Phase: Ranking Score

Once the above stages have been completed, the final step is to assign a score
to each document. Rd, the final ranking score given to document d is given by

Rd =
∑

s∈S

P (dp,w|s) (5)

where S is the set of all input systems used and p is the position in which
document d was returned by input system s. Using the sum of the probability
scores makes use of the “Chorus Effect”, which argues that multiple input sys-
tems agreeing on the relevance of a document is evidence that the document in
question is actually relevant [3]. The “Skimming Effect” is also important in the
context of data fusion [3]. This states that since relevant documents are most
likely to be located in early positions in a result set, weighting highly-ranked
documents heavily is beneficial when performing fusion. Although there is no
explicit consideration of this effect made in the definition of SlideFuse, the prob-
ability distribution in Figure 3 shows that this increased likelihood of relevance
in early positions automatically benefits these highly-ranked documents.

5 Experiment Setup

The document collection used for evaluation is the Web Track from the TREC-
2004 conference [19]. A feature of this document collection is that the relevance
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judgments are extremely incomplete. The available data includes 74 topfiles
(each containing result sets produced by a single input system in response to
each of 225 queries). A number of measures were taken in order to reduce the
possibility of any bias being introduced by either the selection of input systems
or the ordering of the queries.

Five runs of the experiment were performed. For each run, six topfiles were
selected and the result sets from those topfiles were fused using SlideFuse, Prob-
Fuse, SegFuse and CombMNZ. No topfile was used in more than one experi-
mental run, the result of which being that of the 64 topfiles available, 30 were
used for the purposes of this experiment. So as to eliminate the possibility of the
ordering of the queries introducing any sort of bias, each run was performed five
times, with the queries being shuffled each time. After shuffling, the first 10% of
queries were used for the purposes of training SlideFuse, ProbFuse and SegFuse.
As the CombMNZ algorithm does not require a training phase, these training
queries were ignored for that technique. The evaluation results presented below
for each run are the average evaluation results from all of the various query
orderings.

When running ProbFuse, each result set was divided into 25 segments, as in
[6]. For the purposes of SlideFuse, the value of the w parameter was set to 5 (i.e. 5
documents on both sides of each position were included in the window). It is de-
sirable to use a small value for w, in order that the probabilities at each position
are only influenced by positions that are close by. However, initial experiments
showed that using windows that are too small failed to fully address the problem
outlined in Section 3, as there were still positions for which probabilities could
not be calculated due to a lack of available relevance judgments.

When performing the evaluation of the four data fusion techniques, three eval-
uation measures were used: Mean Average Precision (MAP) is the mean of the
precision scores obtained after each relevant document has been retrieved. Rel-
evant documents that are not included in the result set are given a precision of
zero. MAP assumes that documents that have not been judged are nonrelevant.
The bpref measure evaluates the relative position of relevant and nonrelevant
documents, ignoring documents that are unjudged. It was proposed by Buckley
and Voorhees to cater for situations where relevance judgments are incomplete
[20]. P10 measures the precision after 10 documents have been returned. Re-
search has demonstrated that the vast majority of users of IR systems only
examine the top 10 documents presented to them [21]. Thus, the P10 measure
places emphasis on documents returned in those positions where they are likely
to be of use to the user.

Table 1 illustrates the results of initial experiments aimed at choosing an
appropriate training set size. Fusion was performed using each algorithm, with
the training set sizes set to 10%, 20%, 30%, 40% and 50% of available queries
in turn. The performance of each algorithm was evaluated for each training set
size using MAP. The Coefficient of Variation relating to these scores was then
calculated for each algorithm for each run. This reflects the degree to which fusion
performance is affected by changing the training set size. As Table 1 illustrates,
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altering the number of training queries did not have any substantial effect on the
performance of any of the fusion algorithms. Similar results were obtained for
the bpref and P10 evaluation measures. Using only 10% of the available queries
for training thus reduces the amount of training data without adversely affecting
performance.

Table 1. Coefficient of Variation for MAP scores using training set sizes of 10%, 20%,
30%, 40%, 50%

CombMNZ ProbFuse SegFuse SlideFuse

first 0.0033 0.0131 0.0056 0.0056
second 0.0056 0.1188 0.0581 0.0104
third 0.0380 0.0168 0.0120 0.0103
fourth 0.0034 0.0143 0.0111 0.0019
fifth 0.0246 0.0229 0.0491 0.0179

6 Analysis of Results

The results of comparing SlideFuse with CombMNZ, ProbFuse and SegFuse are
shown in Tables 2, 3 and 4. Each table presents the results from each of the five
runs, along with the average result for each fusion technique. The “vs. Best”
column displays the percentage difference between SlideFuse and the best of the
other techniques (which is highlighted in bold in each case). The average in that
column is the percentage difference between the average SlideFuse score and the
best average score amongst the other algorithms. Values marked with “*” are
statistically significant for a significance level of 5%, using a paired t-test. Entries
marked with “**” are significant for a significance level of 1%.

Table 2. TREC-2004 performance of five individual runs evaluated with MAP

CombMNZ ProbFuse SegFuse SlideFuse vs. Best

first 0.1598 0.4045 0.1789 0.4977 23.05% **
second 0.0783 0.2809 0.1493 0.4905 74.58% **
third 0.0426 0.2454 0.4946 0.5103 3.17% **
fourth 0.2454 0.2505 0.4995 0.5025 0.61%
fifth 0.1334 0.2892 0.3348 0.3849 14.98% **

average 0.1319 0.2941 0.3314 0.4772 43.99%

Of the baseline techniques, ProbFuse performs best on the “first” and “sec-
ond” runs, with SegFuse achieving superior performance on the others, with one
exception in the bpref data. Overall, SlideFuse achieves the highest evaluation
scores on average for all evaluation measures, with the single exception of the
bpref score for the “fourth” run where the difference is 0.58%, although this
difference is not significant. Tests show that the performance improvements are
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Table 3. TREC-2004 performance of five individual runs evaluated with bpref

CombMNZ ProbFuse SegFuse SlideFuse vs. Best

first 0.2176 0.2997 0.2547 0.4009 33.75% **
second 0.3155 0.1877 0.3529 0.4085 15.75% **
third 0.1665 0.1281 0.4228 0.4331 2.44% *
fourth 0.4015 0.1375 0.4155 0.4131 -0.58%
fifth 0.1945 0.1968 0.2971 0.2996 0.83%

average 0.2591 0.1900 0.3486 0.3910 12.17%

Table 4. TREC-2004 performance of five individual runs evaluated with P10

CombMNZ ProbFuse SegFuse SlideFuse vs. Best

first 0.1123 0.1344 0.1195 0.1413 5.15% **
second 0.0349 0.1023 0.0800 0.1436 40.39% **
third 0.0257 0.1164 0.1401 0.1445 3.15% **
fourth 0.1101 0.1124 0.1381 0.1408 1.96% *
fifth 0.0561 0.1070 0.1113 0.1189 6.83% **

average 0.0678 0.1145 0.1178 0.1378 16.99%

statistically significant in most cases, with the exceptions being the “fourth” run
when evaluated using MAP and the “fifth” run when evaluated with bpref.

Additionally, SlideFuse outperforms the best other technique in all runs using
all three evaluation measures. When compared on an overall basis against any
individual technique, the improvement is over 12% in all cases, and is above 40%
when measured using MAP.

7 Conclusions and Future Work

This paper describes SlideFuse, a probabilistic data fusion algorithm that ad-
dresses some of the limitations of existing segment-based probabilistic tech-
niques. On experiments using the TREC-2004 Web Track dataset, SlideFuse
was shown to outperform the CombMNZ, ProbFuse and SegFuse data fusion
techniques when evaluated using MAP, bpref and P10. Despite the fact that the
training data available for the dataset is incomplete, SlideFuse was still capable
of outperforming two algorithms that use the same training data (ProbFuse and
SegFuse) and one that does not rely on training data (CombMNZ).

This was achieved by using a sliding window to use the probable relevance of
a document’s neighbours to estimate the probability that a document itself is
relevant.

At present, SlideFuse assumes that each result set returned by an input system
is of the same quality, as the probabilities used for fusion will be same in each
case. In the future, we aim to investigate methods of weighting a particular
result set according to its quality. This could possibly involve the use of the
scores assigned to each document as a measure of an input system’s confidence
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in its own results. Another approach to weighting would be to introduce weights
within the sliding windows themselves, so as to place more emphasis on those
documents that are closest to the rank around which the window is centred.
Finally, a minor drawback of SlideFuse is that documents returned in positions
beyond the length of the training sets will not be taken into account when fusing.
We aim to address this situation in a more satisfactory fashion.
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Abstract. This paper investigates a new extension of the Probabilis-
tic Latent Semantic Analysis (PLSA) model [6] for text classification
where the training set is partially labeled. The proposed approach iter-
atively labels the unlabeled documents and estimates the probabilities
of its labeling errors. These probabilities are then taken into account
in the estimation of the new model parameters before the next round.
Our approach outperforms an earlier semi-supervised extension of PLSA
introduced by [9] which is based on the use of fake labels. However, it
maintains its simplicity and ability to solve multiclass problems. In ad-
dition, it gives valuable information about the most uncertain and dif-
ficult classes to label. We perform experiments over the 20Newsgroups,
WebKB and Reuters document collections and show the effectiveness of
our approach over two other semi-supervised algorithms applied to these
text classification problems.

1 Introduction

In this paper we present a new semi-supervised variant of the Probabilistic La-
tent Semantic Analysis (PLSA) algorithm [6] for text classification in which a
mislabeling error model is incorporated.

Semi-supervised learning (SSL) algorithms have widely been studied since the
1990s mostly thanks to Information Access (IA) and Natural Language Process-
ing (NLP) applications. In these applications unlabeled data are significantly
easier to come by than labeled examples which generally require expert knowl-
edge for correct and consistent annotation [3,4,13,16,11,1]. The underlying as-
sumption of SSL algorithms is, if two points are close then they should be labeled
similarly, resulting in that the search of a decision boundary should take place in
low-density regions. This assumption does not imply that classes are formed from
single compact clusters, only that objects from two distinct classes are not likely
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to be in the same cluster. This cluster assumption has first been expressed by [12]
who proposed a mixture model to estimate the generation probability of exam-
ples by using both the labeled and unlabeled data. Prediction (the classification
of new examples) is done by applying Bayes rule. Many practical algorithms
have been implemented within this generative framework and successfully been
applied to text classification [13].

Following the cluster assumption, we propose a new algorithm that iteratively
computes class labels for unlabeled data and estimates the class labeling error
using a mislabeling error model.

The parameters of this mislabeling error model are estimated within a semi-
supervised PLSA (ssPLSA) model by maximizing the data log-likelihood, taking
into account the class labels and their corresponding error estimates over the
unlabeled examples. This work generalizes the study in [2], where a mislabeling
error model was also proposed for SSL of discriminative models in the case of
binary classification problems. We further show why the generative assumption
leading to the ssPLSA we propose is more likely to hold than the one which
serves to develop the semi-supervised Naive Bayes (ssNB) model. The empirical
results we obtained confirm the effectiveness of our approach on 20Newsgroups,
WebKB and Reuters document collections over the ssNB [13], the transductive
Support Vector Machine (SVM) [8] and a previously developed ssPLSA model
[9] in which fake labels are assigned to unlabeled examples.

In the remainder of the paper, we first briefly describe in section 2.2, the ssNB
model proposed by [13] for text classification. Then in section 2.3, we present our
extension of the aspect PLSA model for semi-supervised learning, in which we
incorporate a mislabeling error. The previously developed ssPLSA model with
fake labels is presented in the same section. The experiments we conducted are
described in section 3. Finally, in section 4, we discuss the outcomes of this study
and we also draw some pointers for the continuation of this research.

2 Semi-supervised Generative Models for Document
Classification

This section presents two probabilistic frameworks for modeling the nature of
documents in the case where a partially labeled training set is available. Each
framework defines a generative model for documents and encompasses different
probabilistic assumptions for their generation and their labeling. The ultimate
aim of each framework is to assign a label to an unseen document.

2.1 Notations

We assume that the training set is a collection of partially labeled documents
D = {d1, . . . , dNd

} containing words from the vocabulary W = {w1, . . . , wNw}.
Dl and Du denote respectively the set of labeled and unlabeled documents in D.
All documents from Dl have a class label y ∈ C = {y1, ..., yK} and each document
d ∈ D is represented by the vector of word frequencies d =< n(w, d) >w∈W .
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2.2 Naive Bayes Model

In this framework each document is assumed to be generated by a mixture model:

p(d, Θ) =
K∑

k=1

p(yk | Θ)p(d | yk, Θ) (1)

We further assume that there is an univocal correspondence between each class
y ∈ C and each mixture component. A document d is therefore generated by first
selecting a mixture component according to the prior class probabilities p(yk |
Θ), and then generating the document from the selected mixture component,
with probability p(d | yk, Θ) (Figure 1 (a)).

The probability of a new document is the sum over all mixture components
as the true class to which the document belongs to is unknown.

In the Naive Bayes model the co-occurrence of words within each document
is assumed to be independent; this essentially corresponds to the bag-of-words
assumption. From this assumption the probability of a document d given the
class yk can be expressed as

p(d | yk, Θ) ∝
Nw∏

j=1

p
n(wj,d)
jk (2)

Where, pjk is the probability of generating word wj in class yk. The complete
set of model parameters consists of multinomial parameters for the class priors
p(yk) and word generation probabilities pjk:

Θ = {p(yk) : yk ∈ C; pjk : wj ∈ W , yk ∈ C}

[13] propose to estimate Θ by maximizing the complete data log-likelihood using
an Expectation-Maximization (EM) algorithm, and modulating the influence of
unlabeled documents in the estimation of the log-likelihood using a weighting
parameter λ. The algorithm we used in our experiments may be sketched out as
follows (refer to [13] for further details). The initial set of Naive Bayes parameters
Θ(0) is obtained by maximizing the likelihood over the set of labeled documents
Dl ⊂ D. We then iteratively estimate the probability that each mixture compo-
nent yk ∈ C generates each document d ∈ D using the current parameters Θ(j),
and update the Naive Bayes parameters Θ(j+1) by maximizing the complete-
data log-likelihood in which the effect of unlabeled documents are moderated
via a parameter λ ∈ [0, 1]. The complexity of this algorithm is O(K ×M), where
M = # {(w, d)|n(w, d) > 0}.

2.3 Probabilistic Latent Semantic Analysis

The PLSA model introduced by Hoffmann [6] is a probabilistic model which
characterizes each word in a document as a sample from a mixture model, where
mixture components are conditionally-independent multinomial distributions.
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This model, also known as the aspect model [14], associates an unobserved la-
tent variable (called aspect, topic or component) α ∈ A = {α1, ..., αL} to each
observation corresponding to the occurrence of a word w ∈ W within a docu-
ment d ∈ D. One component or topic can coincide with one class or, in another
setting, a class can be associated to more than one component. Although orig-
inally proposed in an unsupervised setting, this latent variable model is easily
extended to classification with the following underlying generation process:

– Pick a document d with probability p(d),
– Choose a latent variable α according to its conditional probability p(α | d)
– Generate a word w with probability p(w | α)
– Generate the document class y according to the probability p(y | α)

The final result of this generation process is the document class y ∈ C as well
as words w ∈ W within it, while the latent variable α is discarded. Figure 1
depicts the generation processes for the aspect models and the Naive Bayes
model introduced earlier.

The generation of a word w within a document d can then be translated by
the following joint probability model:

P (w, d) = p(d)
∑

α∈A

p(w | α)P (α | d) (3)

for unlabeled data and, for labeled data:

P (w, d, y) = p(d)
∑

α∈A

p(w | α)P (α | d)P (y|α) (4)

This model overcomes some simplifying assumptions of Naive Bayes in two
important ways. First, it relaxes the assumption that a class y is associated to a
single topic. In PLSA, the number of topics |A| may be larger than the number
of classes K. The second and crucial difference is that in Naive Bayes, all words
must be generated from the same topic (eq. 2). This requires the use of clever
smoothing strategies to counter the fact that some words that are unrelated to
a topic may appear by coincidence in a document from that topic. On the other
hand, in PLSA, a topic is drawn independently from p(α | d) each time a new
word is generated in a document. This provides a much more natural way to
handle unusual words or multi-topicality.

Semi-supervised PLSA with Fake Labels. As the aspect PLSA model char-
acterizes the generation of the co-occurrence between a word w and a document
d, for learning the semi-supervised models we have to form two other labeled Zl

and unlabeled Xu training sets from Dl and Du. We consider now each observa-
tion as a pair x = (w, d) such that observations in Zl are assigned to the same
class label than the document d they contain.

We recall that we still characterize the data using a mixture model with L
latent topic variables α, under the graphical assumption of aspect models (that
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d and w are independent conditionally to a latent topic variable α). In this case
the model parameters are

Λ = {p(α | d), p(y | α), p(w | α), p(d) : α ∈ A, d ∈ D, w ∈ W}

Krithara et al. [9], introduced a semi-supervised variant of PLSA, following the
work of [5], where additional fake labels were introduced for the unlabeled data.
The motivation for the latter was to try to solve the problem of the unlabeled
components (components which contain only unlabeled examples). The lack of
labeled examples in these components can lead to arbitrary class probabilities,
and as a result, to arbitrary classification decisions. So all labeled examples in
Zl are kept with their real class labels and all unlabeled examples in Xu are
assigned a new fake label y = 0.

The model parameters Λ are obtained by maximizing the complete data log-
likelihood,

L1 =
∑

x∈Zl∪Xu

log p(x, y) =
∑

x∈Zl∪Xu

log p(w, d, y) (5)

using the Expectation-Maximization algorithm. [9] showed how the EM itera-
tions could be implemented via a single multiplicative update.

Once the model parameters are obtained, each new document dnew must first
be “folded in” the model, by maximizing the likelihood on the new document us-
ing EM, in order to obtain the posteriors P (α|dnew). We then need to distribute
the probability associated with the fake label y = 0, on the ”true” labels:

∀y �= 0, P (y|dnew) ∝
∑

α

P (α|dnew)P (y|α) + μ
∑

α

P (α|x)P (y=0|α) (6)

with μ << 1. This model corresponds to the graphical model in figure 1(b). A
new document d is then assigned the class with maximum posterior probability.
The complexity of this algorithm is O(2 × |A| × M) where, as before, M =
# {(w, d)|n(w, d) > 0}.

Semi-supervised PLSA with a Mislabeling Error Model. In this section
we present a new version of a semi-supervised PLSA model in which a misclas-
sification error is incorporated. We assume that the labeling errors made by the
generative model for unlabeled data come from a stochastic process and that
these errors are inherent to semi-supervised learning algorithms. The idea here
is to characterize this stochastic process in order to reduce the labeling errors
computed by the classifier for unlabeled documents in the training set.

We assume that for each unlabeled example d ∈ Du, there exists a perfect,
true label y, and an imperfect label ỹ, estimated by the classifier. We model the
stochastic nature of the labeling by the following probabilities:

∀(k, h) ∈ C × C, βkh = p(ỹ = k|y = h) (7)

with the constraint that ∀h,
∑

k βkh = 1.
In this case, the new extension of the aspect model to unlabeled documents

can be expressed by the graphical model represented in figure 1(c).
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Fig. 1. Graphical model representation of the Naive Bayes model (a), PLSA/aspect
models for labeled (b) and unlabeled (c) documents. The ”plates” indicate repeated
sampling of the enclosed variables.

The underlying generation process associated to this second latent variable
model for unlabeled documents is:

– Pick a document d with probability p(d),
– Choose a latent variable α according to its conditional probability p(α | d)
– Generate a word w with probability p(w | α)
– Generate the latent document class y according to the probability p(y | α)
– The imperfect class label ỹ is generated with probability βỹ|y = p(ỹ | y)

With this new graphical model, the joint probability between an unlabeled
example x ∈ Xu and its imperfect class label estimated by the classifier can be
expressed as

∀x ∈ Xu, p(w, d, ỹ) = p(d)
∑

α∈A

p(w|α)p(α|d)
∑

y∈C
βỹ|yp(y|α)

With this formulation it becomes apparent that for each unlabeled document,
the imperfect class probabilities estimated by the classifier is weighted over all
possible true classes (i.e. p(ỹ | α) =

∑
y p(ỹ | y)p(y|α)). This lessens the possibil-

ity that the classifier makes a mistake over the document class as it aggregates
the estimates over all true classes.

The model parameters

Φ = {p(α | d), p(w | α), p(d), βỹ|y : d ∈ D, w ∈ W , α ∈ A, y ∈ C, ỹ ∈ C}

are estimated by maximizing the log-likelihood

L2 =
∑

d∈Dl

∑

w

n(w, d) log
∑

α

p(d)p(w|α)p(α|d)p(y|α)

+
∑

d∈Du

∑

w

n(w, d) log
∑

α

p(d)p(w|α)p(α|d)
∑

y

p(ỹ|y)p(y|α)
(8)
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Algorithm 1. Semi-Supervised PLSA with mislabeling error model
Input :

– A set of partially labeled documents D = Dl ∪ Du,
– Training sets Zl and Xu formed from Dl and Du,
– Random initial model parameters Φ(0).
– j ← 0

repeat

– Re-estimate model parameters using multiplicative update rules (9–11)
– j ← j + 1

until convergence of L2 (eq. 8) ;

Output : A generative classifier with parameters Φ(j)

using an EM-type algorithm. Joining the E and M steps in a single multiplicative
update, we get:

p(j+1)(w|α) = p(j)(w|α) ×
[

∑

d∈Dl

n(w, d)
p(j)(α|d)p(y|α)

p(j)(w, y|d)
(9)

+
∑

d∈Du

n(w, d)
p(j)(α|d)

∑
y p(y|α)β(j)

ỹ|y
p(j)(w, ỹ|d)

⎤

⎦

p(j+1)(α|d) = p(j)(α|d)
∑

w

n(w, d)p(j)(w|α) ×

⎧
⎪⎪⎨

⎪⎪⎩

p(y|α)
p(j)(w,y|d) , ∀d ∈ Dl

∑
y p(y|α)β(j)

ỹ|y
p(j)(w,ỹ|d) , ∀d ∈ Du

(10)

β
(j+1)
ỹ|y = β

(j)
ỹ|y

∑

w

∑

d∈Du

n(w, d)
p(j)(w, y|d)
p(j)(w, ỹ|d)

(11)

where p(j)(w, y|d) =
∑

α p(j)(α|d)p(j)(w|α)p(y|α), and
p(j)(w, ỹ|d) =

∑
α p(j)(α|d)p(j)(w|α)

∑
y p(y|α)β(j)

ỹ|y.

Note that the mislabeling probabilities are estimated over the unlabeled set.
In this new version of the semi-supervised PLSA algorithm, P (y|α) is fixed,

and its values depend on the value of latent topic variable α. The overall number
of topics, |A|, is given, and in addition, the number of latent topics α per class is
also known. During initialization, we set P (y|α) = 0 for all latent topic variables
α which do not belong to the particular class y. This algorithm (Algorithm 1,
above) is also an EM-like algorithm, and the iterative use of equations 9, 10 and
11 corresponds to alternating the E-step and M-step. Convergence is therefore
guaranteed to a local maximum of the likelihood.

The complexity of this algorithm is O(|A| × M × K), which is comparable
with the previous algorithms, as the number of latent variables |A| is generally
set to a relatively low value.
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3 Experiments

In our experiments we used two collections from the CMU World Wide Knowl-
edge Base project, WebKB and 20Newsgroups1, and the widely used text classi-
fication collection Reuters− 21578. For each dataset, we ran 4 algorithms: the
two flavours of semi-supervised PLSA presented above (with mislabeling error
model and with fake labels), as well as the semi-supervised Naive Bayes and the
transductive Support Vector Machine (TSVM) algorithm [7]. For the latter, we
performed a one class vs. all TSVM for all existing classes using the SVM-light
package of Joachims [7]. We used the linear kernel and we have optimized, for
each of the different ratio of labeled-unlabeled documents in the training set,
the cost parameter C by cross-validation. All performance reported below were
averaged over 10 randomly chosen labeled, unlabeled and test sets.

The 20Newsgroups dataset is a commonly used document classification collec-
tion. It contains 20000 messages collected from 20 different Usenet newsgroups.
The WebKB dataset contains web pages gathered from 4 different university com-
puter science departments. The pages are divided into seven categories. In this
paper, we focus on the four most often used categories: student, faculty, course
and project, all together containing 4196 pages. Finally, the Reuters dataset
consists of 21578 articles and 90 topic categories from the Reuters newswire. We
selected the documents which belong only to one class, and in addition we only
kept the classes which contain at least 100 documents. This gave us a base of
4381 documents belonging to 7 different classes.

All datasets were pre-processed by removing the email tags and other nu-
meric terms, discarding the tokens which appear in less than 5 documents, and
by removing a total of 608 stopwords from the CACM stoplist2. We used the mi-
croaverage F-score measure to compare the effectiveness of the semi-supervised
algorithms. To this end, for each generative classifier, Gf , we first compute its mi-
croaverage precision P and recall R by summing over all the individual decisions
it made on the test set:

R(Gf ) =
∑K

k=1 θ(k, Gf )
∑K

k=1(θ(k, Gf ) + ψ(k, Gf ))

P (Gf ) =
∑K

k=1 θ(k, Gf )
∑K

k=1(θ(k, Gf ) + φ(k, Gf ))

Where, θ(k, Gf ), φ(k, Gf ) and ψ(k, Gf ) respectively denote the true positive,
false positive and false negative documents in class k found by Gf . The F-score
measure is then defined as [10]:

F (Gf ) =
2P (Gf )R(Gf )

P (Gf ) + R(Gf )

1 http://www.cs.cmu.edu/∼webkb/
2 http://ir.dcs.gla.ac.uk/resources/test collections/cacm/
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3.1 Results

We first compare the systems in a fully supervised way, that is where 100% of the
documents in the training set have their true labels and are used for training the
classifiers. As there are no unlabeled training document to consider here there
are no fakes or mislabeling errors to characterize, both semi-supervised PLSA
models behave identically. This comparison hence gives an upper bound on the
performance of each generative approach and also provides a first comparison
between these frameworks. We also compared our results with the TSVM model
using the SVM-light package [8]. The number of latent class variables we used
in the PLSA model, |A|, was found by cross-validation on each data set. Table 1
sums up these results. As we can notice, in all 3 datasets, the performance of
PLSA is slightly better than the Naive Bayes and SVM classifiers. These results
corroborate with the intuition that the generative hypothesis, which leads to
the construction of the PLSA model, is more efficient than the Naive Bayes
document generation assumption (section 2.3).

Table 1. Comparison of the F-score measures between the Naive Bayes and PLSA gen-
erative models as well as the SVM classifier on 20Newsgroups, WebKB and Reuters test
sets. All classifiers are trained in a fully supervised way.

20Newsgroups WebKB Reuters
System F-score (%) F-score (%) F-score (%)

Naive Bayes 88.23 84.32 93.89

PLSA
|A| = 40 |A| = 16 |A| = 14
89.72 85.54 94.29

SVM 88.98 85.15 89.50

Figures 2 and 3 (left) show the F-score measured over the test sets on all
three data collections for semi-supervised learning at different ratio of labeled-
unlabeled documents in the training set. 5% in the x-axis means that 5% of
the training documents were labeled (|Dl|), the remaining 95% being used as
unlabeled training documents (|Du|). The ssPLSA with mislabeling consistently
outperforms the three other models on these datasets. With only 5% of labeled
documents in the training set, the F-score of the ssPLSA with mislabeling al-
gorithm is about 15% higher than that of the ssPLSA with fake labels, on the
Reuters dataset. Labeling only 10% of the documents allows to reach 93% F-
score on Reuters while the 90% remaining labeled documents allows to reach
the maximum performance level. The semi-supervised Naive Bayes model out-
performs in the other hand the ssPLSA with fake labels on both datasets. This
might be due to the fact that fake label parameterization makes it inappropriate
to apply PLSA over both labeled and unlabeled documents.

The bad results of the TSVM in these experiments can be explained by the
fact that the model was initially designed for 2-class classification problems and
the one vs. all strategy does not give adequate recognition of classes.
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Fig. 2. F-Score (y-axis) vs. percentage of labeled training examples (x-axis), for the
four algorithms on Reuters (left, |A| = 14) and WebKB (right, |A| = 16)

In order to evaluate empirically the effect of unlabeled documents for train-
ing the models we have also trained the PLSA model in a supervised manner
using only the percentage of labeled documents in the training set. Figure 3
(right) shows these results on 20Newsgroups. We can see that semi-supervised
algorithms are able to take advantage from unlabeled data. For example, with
5% labeled data (corresponding to approximately 800 labeled documents with
40 documents per class), the fully supervised PLSA reaches 52.5% F-score ac-
curacy while semi-supervised Naive Bayes and ssPLSA with fake labels achieve
63% and ssPLSA with mislabeling achieves 72%. This represents a 32% gain in
F-score for the two former models.

Table 2. F-score for varying proportions of labeled-unlabeled training data, for semi-
supervised Naive Bayes (ssNB), TSVM as well as semi-supervised PLSA with either
the fake label (ssPLSA-f) or the mislabeling error model (ssPLSA-mem), and different
numbers of latent topics |A|. Bold indicates statistically significantly better results,
measured using a t-test at the 5% significance level.

20Newsgroups
1% 5% 20% 40% 80%

ssNB 51.45 ± 3.45 66.45 ± 0.67 75.65 ± 0.91 83.46 ± 0.46 87.98 ± 0.82

|A| = 20 ssPLSA-mem 53.69 ± 5.49 75.520 ± 0.22 81.59 ± 0.6 84.54 ± 0.3 87.76 ± 1.115
ssPLSA-f 54.67 ± 4.11 75.48 ± 0.75 80.45 ± 1.09 78.86 ± 0.39 84.11 ± 0.93

|A| = 40 ssPLSA-mem 53.52± 6.46 77.18± 0.66 82.89 ± 0.73 85.9 ± 0.85 89.04± 0.75
ssPLSA-f 54.04± 6.98 64.65 ± 3.54 67.61 ± 1.69 79.59 ± 0.28 88.96± 0.64
TSVM 50.64 ± 1.79 54.37 ± 0.55 65.21 ± 0.75 71.31 ± 0.85 82.37 ± 1.03

One interesting aspect of our experimental results is that the behavior of the
two ssPLSA variants is very different when the number of latent variables per
class increases (Table 2).

For the fake label approach, the performance tends to decrease when more com-
ponents are added to the model, and the variability of the results increases. Over-
all, this approach yields consistently lower performance than the ”Mislabeling”
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Fig. 3. Comparison of the ssPLSA models with the fully supervised PLSA (right) and
with the other algorithms (left) for the 20Newsgroups dataset (|A| = 40)

approach, which in addition seems less sensitive to varying numbers of compo-
nents. Notice in Table 2 how, when the number of components per class is increased
from 1 to 2 - corresponding respectively to |A| = 20 and |A| = 40 (20Newsgroups),
the performance of the mislabeling approach increases slightly, but consistently.
In addition, the variability of the results is mostly well contained and generally
smaller than for the ”fake label” approach. The results are similar for the other
two datasets.

4 Conclusion

We have presented a new version of the semi-supervised PLSA algorithm, where
a mislabeling error model is incorporated in the generative aspect model. Our
model has been compared to two state-of-the-art semi-supervised Naive Bayes
and TSVM models as well as a previously designed ssPLSA algorithm. Perfor-
mances on the 20Newsgroups, WebKB and Reuters datasets have shown promis-
ing results indicating decreases in the number of labeled documents used for
training needed to achieve good accuracy, if an unlabeled document set is avail-
able. One of the advantages of our model is that it can be used directly to
perform multiclass classification tasks, and as a result it is easily applicable to
real world problems. A next step would be to try to combine the two presented
variants of PLSA, that is the ’fake’ label and the mislabeling error models. This
combination would benefit from the advantages of each of the two versions and
would hopefully improve the performance of our classifier. However, further ex-
perimental observations would be required to fully understand the behavior and
the performance of these models.
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Abstract. Term frequency normalization is a serious issue since lengths of doc-
uments are various. Generally, documents become long due to two different rea-
sons - verbosity and multi-topicality. First, verbosity means that the same topic is
repeatedly mentioned by terms related to the topic, so that term frequency is more
increased than the well-summarized one. Second, multi-topicality indicates that
a document has a broad discussion of multi-topics, rather than single topic. Al-
though these document characteristics should be differently handled, all previous
methods of term frequency normalization have ignored these differences and have
used a simplified length-driven approach which decreases the term frequency by
only the length of a document, causing an unreasonable penalization. To attack
this problem, we propose a novel TF normalization method which is a type of
partially-axiomatic approach. We first formulate two formal constraints that the
retrieval model should satisfy for documents having verbose and multi-topicality
characteristic, respectively. Then, we modify language modeling approaches to
better satisfy these two constraints, and derive novel smoothing methods. Experi-
mental results show that the proposed method increases significantly the precision
for keyword queries, and substantially improves MAP (Mean Average Precision)
for verbose queries.

1 Introduction

The highly-performed retrieval models rely on two different factors - TF (term fre-
quency) and IDF (inverse document frequency). Among them, TF factor becomes a
non-trivial, since long-length documents may increase term frequency, different to short-
length ones, so that the naive estimation of term frequency would not be successful.
Thus, term frequency of long-length documents should be seriously considered. Re-
garding this, Singhal observed the following two different types of reasons for making
the length of a document long [1]1.

1. High term frequency: The same term repeatedly occurs in a long-length document.
As a result, the term frequency factors may be large for long documents, increasing
the average contribution of its terms towards the query-document similarity.

1 Robertson and Walker mentioned two types of reasons as scope hypothesis and verbosity
hypothesis, respectively [2].

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 382–393, 2008.
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2. More terms: Long-length document has large size of vocabulary. This increases the
number of matches between a query and a long document, increasing the query-
document similarity, and the chances of retrieval of long documents in preference
over shorter documents.

Without loss of meaning, we can conceptualize these two reasons as verbosity and
multi-topicality. First, verbosity means that the same topic is repeatedly mentioned
by terms related to the topic, making term frequencies high. Second, multi-topicality
indicates that a document has a broad discussion of multi-topics, rather than single
topic, making more terms. Using these concepts, we divide long-length documents into
two different ideal types - verbose documents and multi-topical documents. Verbose
document is the document which becomes long mainly due to verbosity, rather than
multi-topicality, while multi-topical document is the document which follows typical
characteristics of multi-topicality, rather than verbosity.

Singhal pre-assumed that long-length documents should be penalized regardless of
whether or not their types are verbosity (or multi-topicality) [1]. Basically, their ap-
proach belongs to a simplified length-driven method which decreases the term fre-
quency of all long-length documents according to documents’ length factor only. How-
ever, we insist that this Singhal’s pre-assumption would be failed. We argue that the
penalization should be applied to verbose document only, not to multi-topical docu-
ment. As a main reason, terms in a multi-topical document are less repeated than ones
in a verbose document, since the length of the multi-topical document is increased due
to its broad topics. However, Singhal missed this point that these types of documents
should be differently handled. Therefore, the retrieval function adopting Singhal’s pe-
nalization will make multi-topical documents unreasonably less-preferred, causing an
unfair retrieval ranking.

To clearly support our argument for verbose document and multi-topical document,
we will exemplify two different situations to discuss different tendencies of term fre-
quencies in verbose document and multi-topical document. First, let us examine the
situation by considering two different document samples of D1 and D2 which have the
same term frequency ratio.

D1: Language modeling approach
D2: Language modeling approach
Language modeling approach

D2 is twice the concatenation of D1. Suppose that a query is given by “language
modeling approach”. Then, a question arises as “which one of D1 and D2 is more rel-
evant?”. By comparing the contained information, we know that two documents have
the exactly same contents, although the length of D2 is twice than that of D1. Thus, D1

and D2 should have the same relevance score. However, the absolute term frequency of
D2 is twice than that of D1, thus, the naive TF · IDF prefers D2 to D1. To avoid this
unfair comparison, we should introduce a TF normalization. To this end, suppose that
l is the length of documents, and t f is the term frequency of a query term. Then, one
reasonable strategy of TF normalization is to use t f n = t f/l, instead of t f . Then, the
modified TF · IDF produces the same score for D1 and D2. Note that Singhal’s pivoted
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length normalization will also well-work since t f n can be well-reflected in Singhal’s
original formula. Remark that D2 is a verbose document, not a multi-topical document,
which is the main reason for the success of the normalization. Now, we examine the
second situation by considering a multi-topical document sample D3, which contains
all topics of D1 and D2 as a subpart.

D3: Information retrieval model
Language modeling approach

Here, D3 describes a broad topic - “information retrieval model”, and contain “language
modeling approach” as a subtopic. Again, suppose that the same query of “language
modeling approach” is given. Consider the question about “what relevance score should
assigned to D3 be, compared with D1 and D2?”. D3 contains all contents of D1 and D2,
although D3 is different from D1 and D2. In this case, if user sees D3, he or she would
think that D3 is also relevant, because all relevant content - D1 - is embedded to D3.
From this viewpoint, D3 should have the same score as D1 and D2 (due to a partial
relevance). However, if we apply the previous version of TF-normalization (i.e. t f n =
t f/l) to D3, then D3 is much-less preferred to D1 and D2, since its term frequency of a
query term is the same as D1 but its length is twice than that of D1. Of course, Singhal’s
method will assign less-score to D3 than D1 and D2. The mean reason of this failure is
that D3 is not a verbose document but a multi-topical document. This result means that
TF normalization problem is more complex, at least requiring the different strategies
according to types of long-length documents. To avoid the unreasonable penalization
for multi-topical ones, TF normalization problem should be more deeply re-investigated
by discriminating multi-topical documents from verbose documents.

To obtain a more accurate TF normalization, we propose a novel TF normalization
method which is a type of axiomatic approach. We try to modify language modeling
approach as a case study without the loss of its elegance and principle. To this end,
we first formulate two constraints that the retrieval scoring functions should satisfy for
verbose and multi-topical documents, respectively. Then, we present the analysis result
that previous language modeling approaches do not sufficiently satisfy these constraints.
After that, we modify the language modeling approaches such that better satisfy these
two constraints, derive a novel smoothing methods, and evaluate the proposed ones.

2 Formal Constraints of New TF Normalization, and Analysis of
Previous Language Modeling Approaches

2.1 Constraints

From now on, we assume that τ(D) is a measurement for calculating the number of
topics in document D. We define K-verbosity and N-topicality as follows.

Definition (K-verbosity): Suppose that D1 and D2 are given. Let t f1(w) and t f2(w) be
the term frequency of term w in D1 and D2, respectively. For all term w, if t f2(w) =
K · t f1(w) and τ(D1) = τ(D2), then D2 has K-verbosity to D1 or D2 is K-verbose to D1.
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Definition (N-topicality): Suppose that D1 and D2 are given as τ(D2) = N · τ(D1). Let
l1 and l2 be the length of D1 and D2, respectively. If for all term w in D1, t f2(w)/l2 =
t f1(w)/l1/N, then D2 has N-topicality to D1 and D2 is N-topical to D1.

In our three samples from the introduction, D2 has 2-verbosity to D1, and D3 has 2-
topicality to D1. Remind that we have argued that D1, D2 and D3 should have the same
relevance score. This argument can be re-formulated to following two constraints - VNC
and TNC which the retrieval function should satisfy for two cases when one document
has K-verbosity and N-topicality to another document, respectively. Let score(Q,D) be
a similarity function between a document D and a query Q.

VNC (Verbosity Normalization Constraint): Suppose a pair of D1 and D2. If D2 is
K-verbose to D1, then score(Q,D1) = score(Q,D2).

TNC (Topicality Normalization Constraint): Suppose a pair of D1 and D2. If D2 is
N-topicality to D1, then score(Q,D1) = score(Q,D2).

These constraints can be directly utilized to derive a new class of retrieval function as
Fang’s exploration [3]. Originally, Fang formulated two constraints related to term fre-
quency - LNC1 and LNC2 [3]. Among them, LNC2 is highly relevant to VNC, where
VNC is a more specific constraint - VNC entails LNC2, not vice versa. TNC is a new
constraint which is not connected to Fang’s any constraint. Note that our exploration
of a retrieval function is different from Fang’s one. We focus on only few constraints
related to our issue, without identifying all constraints. Then, we select as the back-
bone model one among a previous well-performed retrieval model, and modify it to
better satisfy the focused few constraints, without losing the elegance and the principle
of the original model. In this regard, our exploration method belongs to the partially-
axiomatic approach - 1) using partial constraints rather than full constraints, 2) using
the restricted functional space which the backbone retrieval model can allows, rather
than relying on full functional space. In contrast, Fang’s approach is the fully-axiomatic
approach [3,4]. In Fang’s approach, full constraints are completely identified as well as
the focused constraints. A new class of retrieval function is explored as one in separate
functional space which is not related to previous retrieval models. However, the fully-
axiomatic approach such as Fang’s exploration approach requires un-principled heuris-
tics which are not derived from a well-designed retrieval model. A partially-axiomatic
approach doesn’t need to discard the well-founded retrieval model such as language
modeling approach, enabling us to pursue a more elaborated retrieval model, without
losing its mathematical elegance and principles.

2.2 Analysis of Language Modeling Approaches

We selected the language modeling approaches as the backbone retrieval model [5].
Our goal is to modify the language modeling approaches such that better satisfies
the proposed two constraints - VNC and TNC. We investigate two popular smooth-
ing methods - Jelinek-Mercer smoothing (JM) and Dirichlet-prior smoothing (Dir) [6].
Before modifying them, we begin by discussing whether or not each smoothing method
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satisfies VNC and TNC in this subsection. Notations used in this paper are summarized
as follows:

Q A given query
t fD(w) Term frequency of w in document D
lD Length of document D
t fC(w) Term frequency of w of collection
lC Total term frequency of collection
θD Smoothed document language model of D
θ̂D Unsmoothed document language model of D (MLE)
θC Collection language model (MLE)

Analysis of Jelinek-Mercer Smoothing. In JM (Jeliner-Mercer Smoothing), a
smoothed document model is obtained by the interpolation of MLE (Maximum Likeli-
hood Estimation) of a document model and the collection model as follows [6]:

P(w|θD) = (1 − λ)P(w|θ̂D)+ λP(w|θC) (1)

where λ is a smoothing parameter. By using JM, score(Q,D), the similarity score of
document D for query Q can be written by using only query-matching terms as follows:

score(Q,D) = ∑
w∈Q

log

(
1 − λ

λ
P(w|θ̂D)
P(w|θC)

+ 1

)

= ∑
w∈Q

log

(
1 − λ

λ
t fD(w)

lD

lC
t fC(w)

+ 1

)

(2)
Our analysis of whether or not JM satisfies VNC and TNC is given as follows:

1. JM satisfies VNC: Suppose that D2 is K-verbose to D1. Then, MLEs of two docu-
ment models are the same, resulting in the same scores.

2. JM does not satisfy TNC: Generally, JM prefers normal documents to multi-topical
documents, regardless of our definition of topicality measurement τ. This proof is
skipped.

Analysis of Dirichlet-Prior Smoothing. In Dir (Dirichlet-prior smoothing), a
smoothed document model is estimated as posterior model when taking µP(w|θC) as
a prior probability of term w as follows [6]:

P(w|θD) =
t fD(w)+ µP(w|θC)

lD + µ
(3)

The equation is rewritten by

P(w|θD) =
lD

lD + µ
P(w|θ̂D)+

µ
lD + µ

P(w|θC) (4)

If we set λD by µ/(lD+µ), then Dir is equivalent to JM-style smoothing using document-
specific smoothing parameter λD. score(D,Q) based on Dir is formulated as follows:

score(D,Q) = ∑
w∈Q

log

(

(1 − λD)
P(w|θ̂D)
P(w|θC)

+ λD

)
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The analysis on whether or not Dir satisfies VNC and TNC is somewhat complicated,
due to its document-specific smoothing parameter. We can easily show that Dir does
not satisfy VNC and TNC. The following lists up the analysis result.

1. Dir doesn’t satisfy VNC: Generally, Dir makes inconsistent preferences according
to whether or not a query term is topical. For a topical query term, Dir assigns the
more score for verbose documents than normal documents. For a non-topical query
terms, Dir assigns the less score for verbose documents than normal documents.
The detailed proof is skipped.

2. Dir doesn’t satisfy TNC: The detailed proof is skipped.

3 Modification of Previous Retrieval Models

In the previous section, we have shown that two different smoothing methods do not
satisfy two constraints well. In this section, we introduce the measurement of the num-
ber of topics, and modify the previous retrieval model such that it better satisfies VNC
and TNC.

3.1 Measurement of the Number of Topics

To figure out which measurement τ(D) is acceptable to calculate the number of top-
ics in document D, we propose two simple measurements for τ(D) - The first one is
vocabulary size, and the second one is information quantity.

Vocabulary Size: Generally, as there are more terms, a given document has more topics.
Based on this idea, we can use the vocabulary size - ν(D) - which indicates the number
of unique terms in a given document, as a measurement for the number of topics.

Information Quantity: Even though the vocabulary size is simple and reasonable, it
cannot discriminate the mainly topical terms from the causally-occurred terms. When
using the vocabulary size, the number of topics may be unreasonably increased due to
causally occurred terms. As for an alternative measurement, we consider the entropy-
driven value. Remind that entropy means the uncertainty of a generated sample. Entropy
has the following positive properties for resolving the limitation of the vocabulary size.
1) As the number of possible events increases, entropy becomes larger. Here, events
correspond to terms, hence the more terms are, the larger the entropy is likely to be.
Thus, when a document has more topics, the content of the document can be described
in more various ways, resulting in a larger entropy value. 2) Term generative probability
of a document is used as the weight for calculating entropy value. As a term has more
large probability, it makes more contribution to the final-entropy value. This property
allows us to differentiate the effects of mainly topical terms and causally occurred terms.

The information quantity - ε(D) - is defined as an exponential function of entropy of
a document as follows:

τ(D) = ε(D) = exp

(

−∑
w

P(w|θD)logP(w|θD)
)
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Some Useful Definitions: We define some useful notations. Let us define the normalized
measurement of the number of topics - τ′(D) -, and define the informative verbosity -
ω(D) - as follows:

τ′(D) = τ(D)/τ̃, ω(D) = lD/τ(D)

where τ̃ is the mean of τ(D) for all documents in a given test collection. Note that the
informative verbosity indicates the average term frequency per unit information.

3.2 Modification of JM

First Modification of JM. Since JM exactly satisfies VNC, we would try to modify
JM to additionally support TNC. The core idea of the modification of JM smoothing
is a pseudo document. The pseudo document mainly consists of relevant parts to a
query, which is constructed by extracting relevant parts from non-relevant parts. Then,
the score of a document is calculated by using the pseudo document model, instead of
original document model.

Thus, the pseudo-document makes us take a dynamic viewpoint of document repre-
sentation where a document is dynamically changed according to a query. Note that a
pseudo document is an imaginary concept, which is not really constructed at real time.
All we require is generative probabilities for query terms from the pseudo document
model.

To estimate probability of query terms in a pseudo document, we simplify the esti-
mation problem by using probability in original document. In other words, for terms in
the pseudo document having non-zero probabilities, their probabilities are assumed to
be proportional to the probabilities of terms in the original document. As a result, the es-
timation problem is completed only if we determine the length of the pseudo document
from the original length lD.

Intuitively, the length of the pseudo document will be smaller, as topics are more.
This intuition makes the length of the pseudo document proportional to lD/τ(D). Thus,
if θPseudo(D) is the language model of pseudo document, then the probability of pseudo
document model is

P(w|θPseudo(D)) ∝ t fD(w)/lD/τ(D) = t fD(w) · τ(D)/lD

It is rewritten by using τ′(D) instead of τ(D), and the constant K as follows:

P(w|θPseudo(D)) = K · t fD(w) · τ′(D)/lD

If we assume that the constant K is independent to any document and query, then K is
not a tuning parameter since it can be included in smoothing parameter λ.

Let us derive a modified JM by substituting the original document model to this
pseudo document model in Eq. (2). Then, score(Q,D) is reformulated as follows:

score(Q,D) = ∑
w∈Q

log

(
1 − λ0

λ0

K · τ′(D) · t fD(w)
lD

lC
t fC(w)

+ 1

)

(5)
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where λ0 is another smoothing parameter for the pseudo document model. Since K is
independent to any document and query, we can select λ such that (1 − λ0)K : λ0 is
(1 − λ) : λ, in order to eliminate constant K. Then, Eq. (5) is re-written by

score(Q,D) = ∑
w∈Q

log

(
1 − λ

λ
τ′(D) · t fD(w)

lD

lC
t fC(w)

+ 1

)

(6)

By using MLE of the original document model P(w|θ̂D), Eq. (6) is rewritten by

score(Q,D) = ∑
w∈Q

log

(
1 − λ

λ
τ′(D)P(w|θ̂D)

lC
t fC(w)

+ 1

)

(7)

Eq. (7) is the final modified JM, which is called JMV. JMV satisfies both of VNC and
TNC.

1. JMV satisfies VNC: Let D2 be K-verbose to D1. Then, τ(D1) = τ(D2) and P(w|D1)
= P(w|D2). Thus, score(Q,D1) = score(Q,D2).

2. JMV satisfies TNC: Let D3 be N-topical to D1. Then, τ(D3) = Nτ(D2) and P(w|D1)
= NP(w|D3). It makes that τ(D3)P(w|D3) = τ(D1)P(w|D1). Therefore, score(Q,D1)
= score(Q,D3).

Second Modification of JM. In our preliminary experiments, we found that JMV per-
forms well for keyword queries (i.e. title query), but is not reliable for verbose queries
(i.e. description query), by showing serious sensitivity according to smoothing parame-
ter λ. To discuss the reason of this result, we focus on the main differences of keyword
query and verbose query. First, there are common terms in a verbose query. Different
from topical terms, common terms can be shared by all topics. A common term always
verbosely acts regardless of verbose documents and multi-topical documents. Thus, the
previous TF normalization would prefer multi-topical documents for queries including
common terms. Second, verbose queries often contain noise terms such as “relevant”,
“find” and “documents”. When a document has more topics, it will increase the chance
of existence of such noise terms. However, when our previous TF normalization is ap-
plied, noise term becomes very serious, because the number of topics is further mul-
tiplied to the normalized term frequency. Thus, the previous TF normalization would
increase the scores of multi-topical documents for noise queries. These two differences
may be the reason why Singhal et. al. penalized even multi-topical documents, as well
as verbose documents [1]. However, we already discussed that their approach is not
acceptable to topical terms.

To handle the problems of verbose-type queries, our TF normalization should be
restricted to only document-specific terms, not to noise terms or common terms. As a
query term is more topical term in a given document, we hope to perform more TF
normalization, and vice versa. To this end, we define s(w,D) as term specificity of w
in document D. As for s(w,D) this paper uses a probabilistic metric P(D|w) which is
defined as follows:

s(w,D) = P(D|w) =
λsP(w|θ̂D)

λsP(w|θ̂D)+ (1 − λs)P(w|θC)
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where λs is an additional smoothing parameter, which has 0.25 as the default value.
By using the term specificity s(w,D), we newly modify the pseudo document model as
follows:

P(w|θPseudo(D)) = K · t fD(w) · τ′(D)P(D|w)/lD (8)

Since P(D|w) is between 0 and 1, the normalization is perfectly reflected when P(D|w)
is 1, while it is weaken as P(D|w) is close to 0. One problem arises when τ′(D) is smaller
than 1. In this case, as P(D|w) is larger, the effect of normalization becomes weaker.
To resolve this problem, we considered the exceptional TF normalization, making the
normalization proportional to P(D|w) even when τ′(D) is smaller than 1. In preliminary
experiments, we found that the final retrieval performance is almost not changed, even
after the exceptional TF normalization is applied. Thus, we select Eq. (8) for second
modification. We call it JMV2.

4 Modification of Dir

Our goal for Dir modification is to provide VNC. We introduce the concept of pseudo
document model to modify Dir. Different from the pseudo document for JM modifica-
tion that consists of query-relevant parts only, the pseudo document for Dir modification
consists of all topics in the original document, but has a different length from the orig-
inal length. Note that the change of the length only makes different models, since the
smoothed model - P(w|θD) - is different according to the document length. In fact, the
length-dependence was the main reason why Dir does not satisfy VNC.

We assume that the pseudo document model is proportional to original MLE docu-
ment model. In addition, we set the length of the pseudo document by τ(D). Remind
that informative verbosity - ω(D) - is defined as lD/τ(D). That is, the pseudo docu-
ment with length of τ(D) compacts the original document with length lD by ω(D) time.
Therefore, each term w of document D has the following term frequency in the pseudo
document.

t fPseudo(D)(w) = t fD(w)/ω(D) (9)

As a result, the pseudo document model becomes length-independent model, even
though MLE of pseudo document model is the same as the original document model.
By using pseudo document model, Dir produces the following smoothed model.

P(w|θPseudo(D)) =
t fPseudo(D)(w)+ µP(w|θC)

τ(D)+ µ
(10)

By substituting Eq. (9) to Eq. (10), Eq. (10) becomes

P(w|θPseudo(D)) =
τ(D)

τ(D)+ µ
P(w|θ̂D)+

µ
τ(D)+ µ

P(w|θC) (11)

This final modified model can be viewed as JM-style smoothing using document-specific
smoothing paramter λD with µ/(τ(D) + µ), which is not dependent to the length any
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more. We call this modification DirV. We can easily prove that DirV additionally satisfies
VNC.

1. DirV satisfies VNC: Let D2 be K-verbose to D1. Then, two MLE models are equal
(i.e P(w|θD1) = P(w|θD2)). λD1 is λD2 since τ(D1) and τ(D2) are the same. Thus,
DirV gives the same score for D1 and D2.

2. DirV does not satisfy TNC: For DirV, we do not have a special consideration for
supporting TNC.

5 Experimentation

5.1 Experimental Setting

For evaluation, we used five TREC test collections. The standard method was applied to
extract index terms; We first separated words based on space character, eliminated stop-
words, and then applied Porter’s stemming. Table 1 summarizes the basic information
of each test collection. In columns, #Q, Topics, #R, #Doc, avglen, and #Terms are the
number of topics, corresponding query topic IDs, the number of relevant documents,
the number of documents, the average length of documents, and the number of terms,
respectively.

Table 1. Collection summaries

Collection # Q Topics # R # Doc avglen # Term
TREC7 50 350-400 4,674

528,155 154.6 970,977
TREC8 50 401-450 4,728
WT2G 50 401-450 2,279 247,491 254.99 2,585,383
TREC9 50 451-500 2,617

1,692,096 165.16 13,018,003
TREC10 50 501-550 3,363

According to Zhai’s work [6], we used the following three different types of queries:

1) Short keyword (SK): Using only the title of the topic description.
2) Short Verbose (SV): Using only the description field (usually one sentence).
3) Long Verbose (LV): Using the title, description and the narrative field (more than

50 words on average).

As for retrieval evaluation, we used MAP (Mean Average Precision), Pr@5 (Preci-
sion at 5 documents), and Pr@10 (Precision at 10 documents).

5.2 Experimental Results

Table 2 shows the best performances (MAP, Pr@5, Pr@10) of DirV and JMV2, com-
pared with Dir. As for topic measurement τ(D), we selected the information quantity
(ε(D)) since JMV2 and DirV using the information quantity is better than those using
vocabulary size. We used MLE (Maximum Likelihood Estimation) for P(w|θD) to cal-
culate the information quantity without any smoothing. We selected Dir as the baseline
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Table 2. Performances of Dir, DirV and JMV2 (MAP, Pr@5, Pr@10). Bold faced numbers indi-
cate runs showing significant improvement over Dir.

MAP
Dir DirV JMV2

SK SV LV SK SV LV SK SV LV
TREC7 0.1786 0.1790 0.2209 0.1835 0.1967‡ 0.2348‡ 0.1825 0.1926† 0.2250
TREC8 0.2481 0.2294 0.2598 0.2492 0.2393‡ 0.2621‡ 0.2505† 0.2354† 0.2500
WT2G 0.3101 0.2854 0.2863 0.3125 0.3103‡ 0.3267‡ 0.3278‡ 0.3112‡ 0.3263‡
TREC9 0.2038 0.1990 0.2468 0.2040 0.2336‡ 0.2581‡ 0.2068 0.2245‡ 0.2494
TREC10 0.1950 0.1865 0.2347 0.2049† 0.2248 0.2640 0.2091 0.2133† 0.2555

Pr@5
Dir DirV JMV2

SK SV LV SK SV LV SK SV LV
TREC7 0.4400 0.4280 0.5240 0.4560 0.4840† 0.5680† 0.4680 0.4920† 0.5800†
TREC8 0.4920 0.4320 0.5120 0.5120 0.5040† 0.5360 0.5240‡ 0.4880 0.5280
WT2G 0.5160 0.5120 0.5280 0.5360 0.5520 0.5720† 0.5400 0.5560 0.5920†
TREC9 0.3000 0.3480 0.4160 0.3320 0.4240† 0.4320 0.3440 0.3720 0.3880
TREC10 0.3520 0.4040 0.4720 0.3840 0.4520 0.4920 0.3800 0.4200 0.4880

Pr@10
Dir DirV JMV2

SK SV LV SK SV LV SK SV LV
TREC7 0.3980 0.4120 0.4420 0.4180† 0.4420 0.4720† 0.4100 0.4440 0.4800†
TREC8 0.4460 0.4120 0.4660 0.4740† 0.4380 0.4780 0.4700† 0.4400 0.4480
WT2G 0.4660 0.4220 0.4240 0.4840 0.4840† 0.4800‡ 0.4920 0.4900‡ 0.4820‡
TREC9 0.2560 0.2860 0.3160 0.2780 0.3260‡ 0.3540‡ 0.2780 0.3160† 0.3220
TREC10 0.3060 0.3500 0.4040 0.3300 0.3820 0.4340 0.3300 0.3700 0.4340

due to its superiority over JM in all test collections. To obtain the best performance of
each run, we searched 20 different values between 0.01 and 0.99 for λ, and 22 values
between 100 and 30,000 for µ. To check whether or not the proposed method (DirV and
JMV2) significantly improves the baseline, we performed the Wilcoxon sign ranked test
to examine at 95% and 99% confidence levels. We attached † and ‡ to the performance
number of each cell in the table when the test passes at 95% and 99% confidence level,
respectively. The results are summarized as follows:

1. DirV significantly improves MAP of Dir for verbose type of query (SV and LV).
Exceptionally, TREC10 did not show an improvement for verbose type of query.

2. DirV does not significantly improve MAP of Dir for keyword type of query (SK),
but improves precisions (Pr@5 or Pr@10). Especially, on TREC7 and TREC8,
Pr@10 is significantly improved over Dir. Although other test collections do not
statistically show a significant improvement, there is large portion of the numerical
increase.

3. DirV or JMV2 show improvement on a specific test collection even for keyword
type of query. For DirV, TREC10 is such a collection by showing a significant
improvement of MAP. For JMV2, WT2G is such a test collection.

4. Overall, DirV is slightly better than JMV2 in most of test collections. WT2G is an
exceptional collection to show that JMV2 significantly improves DirV.
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6 Conclusion

This paper introduced a new issue for TF normalization by considering two different
types of long-length documents - verbose documents and multi-topical documents. We
proposed a novel TF normalization method which uses a partially-axiomatic approach.
To this end, we formulated two desirable constraints, which the retrieval function should
satisfy, and showed that previous language modeling approaches do not satisfy these
constraints well. Then, we derived novel smoothing methods for language modeling
approaches, without losing basic principles, and showed that the proposed methods sat-
isfies these constraints more effectively. Experimental results on five standard TREC
collections show that the proposed methods are better than previous smoothing meth-
ods, especially for verbose type of query. JMV2 significantly improved JM for all type
of queries, and DirV eliminated the limitation of Dir by providing the robustness of per-
formances for verbose type of query, as well as improving precisions (Pr@5 or Pr@10)
for keyword type of query. This is comparable to recent results using more complicated
query-specific smoothing based on Poisson language model [7].

To handle long-length documents, passage-based retrieval could be applied [8]. How-
ever, passage-based retrieval has a burden of decreasing efficiency, since it requires
additional process such as indexing of position information, pre-segmenting individ-
ual passages, and more importantly the additional overhead at online retrieval time.
Contrast to the complicated method such as the passage retrieval, this paper handles
multi-topical documents in a simplified manner by investigating a more accurate TF
normalization without additional cost of efficiency.

Acknowledgement. This work was supported by the Korea Science and Engineering
Foundation (KOSEF) through the Advanced Information Technology Research Center
(AITrc), also in part by the BK 21 Project and MIC & IITA through IT Leading R&D
Support Project in 2007.

References

1. Singhal, A., Buckley, C., Mitra, M.: Pivoted document length normalization. In: SIGIR 1996,
pp. 21–29 (1996)

2. Robertson, S.E., Walker, S.: Some simple effective approximations to the 2-poisson model for
probabilistic weighted retrieval. In: SIGIR 1994, pp. 232–241 (1994)

3. Fang, H., Tao, T., Zhai, C.: A formal study of information retrieval heuristics. In: SIGIR 2004,
pp. 49–56 (2004)

4. Fang, H., Zhai, C.: An exploration of axiomatic approaches to information retrieval. In: SIGIR
2005 (2005)

5. Ponte, J.M., Croft, W.B.: A language modeling approach to information retrieval. In: SIGIR
1998, pp. 275–281 (1998)

6. Zhai, C., Lafferty, J.: A study of smoothing methods for language models applied to ad hoc
information retrieval. In: SIGIR 2001, pp. 334–342 (2001)

7. Mei, Q., Fang, H., Zhai, C.: A study of poisson query generation model for information re-
trieval. In: SIGIR 2007, pp. 319–326 (2007)

8. Kaszkiel, M., Zobel, J.: Effective ranking with arbitrary passages. Journal of the American
Society for Information Science and Technology (JASIST) 52(4), 344–364 (2001)



Probabilistic Document Length Priors for

Language Models

Roi Blanco and Alvaro Barreiro

IRLab. Computer Science Department
University of A Coruña, Spain
{rblanco,barreiro}@udc.es

Abstract. This paper addresses the issue of devising a new document
prior for the language modeling (LM) approach for Information Re-
trieval. The prior is based on term statistics, derived in a probabilistic
fashion and portrays a novel way of considering document length. Fur-
thermore, we developed a new way of combining document length priors
with the query likelihood estimation based on the risk of accepting the
latter as a score. This prior has been combined with a document retrieval
language model that uses Jelinek-Mercer (JM), a smoothing technique
which does not take into account document length. The combination
of the prior boosts the retrieval performance, so that it outperforms a
LM with a document length dependent smoothing component (Dirich-
let prior) and other state of the art high-performing scoring function
(BM25). Improvements are significant, robust across different collections
and query sizes.

1 Introduction

Information retrieval (IR) systems aim to retrieve relevant documents in response
to a user need, which is usually expressed as a query. The retrieved documents
are returned to the user in decreasing order of relevance. Most retrieval models
use term statistics, such as term frequency, to assign weights to individual terms,
which represent the contribution of the term to the document content. These
term weights are then used to estimate the score of relevance of a document for
a query [14].

In addition to term statistics, IR models are often extended with further evi-
dence that can improve retrieval performance, e.g. using the term frequency in
specific fields of structured documents (e.g. title, abstract) [11], or integrating
query-independent evidence in the retrieval model in the form of prior probabil-
ities for a document [3,6] (‘prior’ because they are known before the query). In
short, when determining the relevance between a query and a document, most
IR models use primarily query-dependent term statistics, and sometimes also
add query-independent evidence to further enhance retrieval performance. In
this paper, we propose a new form of prior for documents, which we combine
with IR models from the language modeling (LM) approach [8] .

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 394–405, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Language models for IR view documents as models and queries as segments of
text generated or sampled from those models. Documents are ranked according
to the probability of each query text string being generated from the respective
document model. Although traditionally language models abandoned the explicit
notion of document and query relevance, the work in [7] connects the notion of
relevance and generative language models.

The LM framework models the relevance of documents to queries by estimat-
ing two probabilities (namely, query likelihood and document prior). Considering
a multinomial generation of events [17], documents are ranked against queries
according to those estimations. The query likelihood component is a query de-
pendent feature representing the probability of the query being generated by the
language model of a document and the document prior is a query-independent
feature representing the probability of seeing the document. Typically, this prob-
ability is assumed to be the same for any document, hence the document prior
is taken to be uniform [17]. Alternatively, the document prior is useful for repre-
senting and incorporating other sources of information to the retrieval process;
this is currently an active area of research. For instance, document priors can be
derived from the link structure of Web pages. In fact, this is a popular source for
priors: [16] introduced the number of incoming links (inlinks) count, which was
subsequently used in various Web retrieval tasks of the Text REtrieval Confer-
ence (TREC [15]) repeatedly and with success. Another type of evidence from
which document priors are derived is URL depth, also introduced in [16]. These
two priors were further explored by the work in [6]. Other URL-derived informa-
tion and also the Pagerank [1] algorithm for ranking Web documents according
to their popularity, have been used to derive document priors [13].

Overall, incorporating prior knowledge on documents into retrieval has been
particularly effective on Web retrieval, namely homepage and named page find-
ing. Homepage and named page finding refer to the retrieval of a single Web
page; on the contrary, ad-hoc retrieval refers to the more general application of
retrieving as much relevant information to the query as possible.

In this paper, we revisit the idea of deriving a high-quality document prior
based on document length and term statistics. Most retrieval models include
a document length normalisation component, so that longer documents do not
have an unfair advantage over shorter documents of being retrieved. This normal-
isation is fairly critical and some successful models of retrieval are based in part
on document length models, like BM25 [10]. We show that it is possible to encode
document length information as a prior probability and improve significantly re-
trieval effectiveness of a simple language model that uses Jelinek-Mercer (JM)
smoothing. In particular, we experiment with two length-based priors: one prior
estimated proportionally to document length (we call this prior linear [6],[16]),
and a document length based prior which is not computed directly from the
number of tokens in the document but estimated in a probabilistic fashion from
term statistics, which are typically used by retrieval models. To our knowledge,
deriving a document prior from these term statistics is a novel approach.
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Generally, priors are combined with the retrieval model either using heuristics
or handtuned parameters [3]. In this work, we combine our proposed priors
with the LM in two different ways: using a standard logarithmic combination,
and proposing a novel combination that considers the prior as a measure of
the risk of accepting the score given by the query likelihood estimation of the
LM. A thorough experimentation on four TREC collections of different size and
domain, and 450 short and long queries show that our proposed prior benefits
retrieval performance significantly, and in a robust way. Specifically, we find
that it is possible to boost the performance of a retrieval model based on JM
smoothing up to values comparable to state of the art retrieval models, and
further outperform retrieval models traditionally considered to be more effective
in previous literature [16].

This paper is organised as follows: section 2 describes in detail the formulation
used for the document priors in the rest of the paper and related work; section
3 presents a simple well-known linear document prior and a novel way of ap-
proximating document length in a probabilistic fashion; section 4 explores new
ways for combining the document prior with the query likelihood, and section 5
describes our experimental findings.

2 Document Priors in the Language Modeling Approach

The language modeling framework allows a mathematically elegant way of in-
corporating query-independent features, i.e. just related to a document without
seeing a query. Next, it follows a derivation of the LM retrieval model where the
probability of relevance p(r|Q, D), given a query and a document is estimated
indirectly by invoking Bayes’ rule. For the formal connection between language
models and the probabilistic model of retrieval refer to [7].

Let the random variables D and Q denote a document and a query, respec-
tively. Let the binary random variable R stand for relevance r, p(r) = p(R = 1)
and non-relevance r, p(r) = p(R = 0).

p(r|Q, D) =
p(D, Q|r) p(r)

p(D, Q)
(1)

= p(Q|D, r) p(D|r) p(r)
p(D, Q)

(2)

= p(Q|D, r) p(r|D)
p(D)

p(D, Q)
(3)

Assuming independence between queries and documents p(D, Q) = p(D)p(Q),
and given that p(Q) does not affect the ranking (it is document-independent),
equation 3 becomes

p(r|Q, D) =
p(Q|D, r) p(r|D)

P (Q)
rank= p(Q|D, r) p(r|D) , (4)

where p(Q|D, r) is the query likelihood and p(r|D) is the document prior. In
equation 4, we took a strong independence assumption to get a final formulation
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with dependence on p(r|D). The derivation presented in [7] took a more reason-
able assumption, Q and D are independent under r, and starting from the odds-
ratio of relevance the final relevance score is dependent on p(r|D)/(1 − p(r|D)).

It is usual to decompose the query into its query terms Q = {q1, q2, . . . , qn}
and assume that, given relevance and the document, they are independent of
each other and generated by a multinomial distribution.

p(Q|D, r) =
n∏

i=1

p(qi|D, r) (5)

In order to rule out zero probabilities for non-seen terms in a document, this
estimate has to be smoothed, which eventually leads to different language models-
based scoring functions. Most smoothing methods employ two distributions, one
for words occurring in the document (ps) and one for unseen words (pu). Taking
logs (refer to [17] for a complete derivation) it can be shown that equation 6
suffices to provide a document rank using sums of logarithms, equivalent to the
one that equation 5 would yield.

log p(Q|D, r) rank=
∑

i\tf(qi,D)>0

log
ps(qi|D)
αdp(qi|C)

+ n · log αd , (6)

where tf(qi, D) stands for the frequency of term qi in document D, αd is a
parameter and p(qi|C) is the collection language model.

The smoothing technique we considered as our baseline in this study is Jelinek-
Mercer (JM) (also known as linear interpolation):

ps(qi|D) = (1 − λ)pmle(qi|D) + λ p(qi|C), λ ∈ [0, 1] , αd = λ (7)

where |D| =
∑

wi∈D tf(wi, D) (the document length), pmle is the maximum
likelihood estimator for a term qi given a document d, pmle(qi|D) = tf(qi,d)

|D| and
λ is a parameter controlling the amount of mass distribution assigned to the
document and collection.

Another popular and effective smoothing technique isDirichlet prior smoothing:

ps(qi|D) =
tf(qi, D) + μp(qi|C)

|D| + μ
, αd =

μ

|D| + μ
, (8)

where μ is a parameter.
In most cases p(r|D) is taken to be uniform [17]. However, there have been

several studies where the document length and link structure have been encoded
as a prior probability, for ad-hoc and some non ad hoc tasks [6], [16].

Most weighting models include document length as a part of their core query-
dependent retrievalmodel and thatmight be one of the reasons for traditionally not
being considered a document static feature. For most retrieval models, the amount
of normalisation contributed by document length is controlled by a parameter.
This is not the case for JM smoothing, but it can be seen that the μ parameter in
Dirichlet prior smoothing is playing the length normalisation role. The weight for a
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matchedquery term qi in JMsmoothing is log(1+(1−λ)pmle(qi, D)/λp(qi|C))) and
for Dirichlet prior smoothing is log(1 + |D|pmle(qi, D)/(μp(qi|C))). Clearly, |D|/μ
and (1 − λ)/λ play the same role, with the difference that the former is document-
dependent while the latter is document-independent [17]. It is assumed from past
studies [17],[16], that Dirichlet prior smoothing outperforms JM smoothing, espe-
cially for short queries. In our opinion, this is due to the fact that Dirichlet prior
smoothing includesdocument lengthnormalisationas apart of thequery likelihood
estimation.

Although JM smoothing does not comprise document dependent length nor-
malisation notions, it has the advantage of “explaining“ the common words of
the query. This is the reason JM behaves better with long queries: these kind
of queries are usually more verbose. Experiments using short-verbose queries
in [17] confirmed the query-modeling role of JM smoothing. Otherwise, it is as-
sumed that Dirichlet prior smoothing has an effect of improving the accuracy of
the estimated document language model. Incorporating a good document length
prior into LM-JM would hopefully result in a model that will embody both roles
mentioned before.

3 Length-Based Document Priors

3.1 Linear Prior

Previous studies [12,6], tried to establish a connection between the likelihood of
relevance/retrieval and document length. In particular, [12] compared the results
of a set of queries and tried to obtain a relevance versus retrieval pattern (of a
particular scoring function) to see how they deviate from each other. The rele-
vance pattern happened to follow a linear dependence on document length. The
results presented in [6] on a another testbed, further confirmed that hypothesis.
Then, our first document length based prior is proportional to document length.
The intuition behind this prior is that longer documents span more topics and are
more likely to be relevant if no query has been seen (denoted as scope hypothesis
in [9]). It has been reported that this prior increases the retrieval performance [6]
on the WT10G collection up to 0.03 on an absolute scale.

The linear document prior is given by:

p(r|D) ≈ |D|
∑

di∈C |Di|
= C · |D| , (9)

where C is a constant that can be dropped out from the scoring function since
it does not affect the ranking of documents.

3.2 Probabilistic Prior

We propose other prior indirectly based on document length by extending the
idea of estimating the document prior as a function depending on the statistics
of the terms it contains.
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To estimate the conditional probability p(r|D) we compute the expectation
over the universe of terms {wi}. Also, in 10 we make the additional assumption
that r is independent of D once we picked a term wi.

p(r|D) ≈
∑

wi

p(r|wi)p(wi|D) (10)

=
∑

wi∈D

p(r|wi)p(wi|D) +
∑

wi /∈D

p(r|wi)p(wi|D) (11)

≈
∑

wi∈D

p(r|wi)p(wi|D) =
∑

wi∈D

(1 − p(r|wi)) p(wi|D) (12)

=
∑

wi∈D

(

1 − p(wi|r)
p(r)
p(wi)

)

p(wi|D)≈
∑

wi∈D

(

1 − p(wi|C)
p(r)
p(wi)

)

p(wi|D)

(13)

≈
∑

wi∈D

p(wi|D) (14)

In the derivation we made the following assumptions, in order to obtain a
simple model for the prior. In 11, p(wi|D) ≈ 0 if wi /∈ D. In 12 p(wi|r) ≈
p(wi|C); this assumes the collection to be a model of non-relevance, which goes
accordingly to the hypothesis taken in [4], that every document is non-relevant
(and eventually leading to the inverse document frequency formula as we know
it). Lastly, in 13, it is assumed for convenience that p(r)p(wi|C) << p(wi).

The final form of this prior comes from the distribution for the terms on a
document, by smoothing the maximum likelihood estimator as follows:

p(r|D) ≈
∑

wi∈D

p(wi|D) (15)

=
∑

wi∈D

[

(1 − λ′)
tf(wi, d)

|D| + λ′p(wi|C)
]

(16)

= (1 − λ′) + λ′ ·
∑

wi∈D

p(wi|C) (17)

In this work, it is not required that the document model employed in the prior
and the document model used to compute the query likelihood be the same. The
former, has a parameter, λ′ ∈ [0, 1], coming out from the JM smoothing formula.

The result of this derivation results in a prior obtained from the sum of the
individual contributions of each term occurring in the document. The linear
document length-based prior (equation 9) has a similar form: it is a sum over
the document terms frequencies, floored by a constant:

p(r|D) ≈ 1
∑

Di∈C |Di|
·

∑

wi∈D

tf(wi, D) (18)

The probabilistic prior is higher for documents with common terms than for
documents with many rare terms, which may seem counter-intuitive. Note that
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the probabilistic prior counts the contribution of a term only once, despite of its
document frequency. Hence, documents with many different common words will
receive a higher prior value. Very common stopwords are likely to appear in every
document, and therefore their effect is the same for every document. However,
in heterogeneous collections, there may be a number of keywords describing
generally its different topics or clusters. Keywords are likely to be frequent (at
least inside the clusters), and documents containing many of those terms will
be promoted in the rank list by the prior. This goes accordingly to the scope
hypothesis [9]: documents covering many topics are more likely to be relevant.

4 Combination of the Prior and the Query Likelihood

In order to evaluate both priors we combine them with the query likelihood
p(Q|D, r) component in two different ways: a standard logarithmic sum and a
novel method presented below. If we follow a log sum derivation from equa-
tion 4 then, the standard way of combining the document prior with the query
likelihood estimation in order to produce a document score would be:

score(D, Q) = log p(Q|D, r) + log p(r|D) (19)

We further devised a new prior-query likelihood combination, taking into ac-
count the fact that probability estimates for longer documents are more reliable
than for shorter ones. We modeled this fact by considering the risk of accepting
a certain score s, R̂(s) ∈ [0, 1]. It is possible to bias s and calculate a new score
for the document and query score(Q, D) as

score(Q, D) = s1−R̂(s) (20)

Taking into account the fact that longer documents may provide a better
estimate of p(Q|D, r), it is reasonable to associate the document prior p(r|D)
with 1 − R̂(s), resulting in

score(Q, D) = scoreLM (Q, D)p̂(r|D) (21)

or in logarithmic notation

score(Q, D) rank= p̂(r|D) ∗ log(scoreLM(Q, D)) , (22)

where scoreLM (Q, D) stands for the score a language model assigns to docu-
ment D under a query Q. We combined both priors (linear and probabilistic)
with the query-likelihood using this new approach. However, for the risk-based
combination and linear prior, we modified the document length with a logarith-
mic transformation given that the probability of relevance versus logarithm of
document length curve seems to be approximately linear in some ranges [12]:

score(Q, D) = log(|D|) ∗ log(scoreLM(Q, D)) (23)
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5 Experiments and Results

The main goal of these experiments is to evaluate the effectiveness of both priors
and combinations proposed before, and assess their effect on retrieval. To eval-
uate the new priors and combinations, we plug them into a LM with Jelinek-
Mercer smoothing (equation 7). This scoring function without the prior serves
as the baseline.

The TREC datasets used are described in table 1. The collections differ in
size and domain, hence they represent a broad and varied experimental dataset.
We experiment with short (title-only) and long (title, description and narrative)
queries. We apply the standard Porter stemming algorithm, and we skip any
stopwords removal, in order to avoid any bias by any choice of stoplist1. For all
the retrieval experiments we use the Terrier IR platform2.

The metrics used are Mean Average Precision (MAP), precision at top ten
retrieved documents (P@10) and binary preference (BPref [2]). The value of the
λ parameter in JM smoothing (with and without priors) has been optimised for
every measure in every collection by using increasing values of 0.05 in the range
(0,1]. We performed a preliminary tuning for the λ′ parameter in some datasets
(values increasing in 0.1 steps), and decided to set it to 0.7 for every collection.
We report that it is possible to obtain marginal gains if λ′ is tuned specifically
for a given collection, but that step is omitted to prove the robustness of the
technique.

Table 1. Collections and Topics

Collection size Topics # queries

LATimes 450 MB 401-450 50
TREC disks 4&5 2G 301-450+601-700 250

WT2g 2G 401-450 50
WT10g 10G 451-550 100

The experiments presented next, compare separately the best scores produced
by the two priors and two ways of combining them with the query-likelihood,
with the best scores the LM-JM baseline produces. Finally, the best performing
prior and combination is compared against two state of the art retrieval models
(Dirichlet prior and BM25).

Table 2 presents the results for all the priors and combinations. The first
column is the type of prior and combination used. JM is the baseline (with-
out any prior). PL C1 stands for the model that uses the standard log sum
combination (equation 19) and a linear prior (equation 9), and this is the only
prior-combination form out of the four presented that can be found in previous
studies [6]. PP C1 stands for the probabilistic prior (equation 14) and the log sum

1 We repeated these experiments using a standard stop-word list and the conclusions
derived from this experimentation are the same.

2 http://ir.dcs.gla.ac.uk/terrier/



402 R. Blanco and A. Barreiro

Table 2. Optimal performance comparison of JM with the different priors and combi-
nations for short(left) and long(right) queries. Best values are bold. Significant MAP
differences according to the Wilcoxon test (p < 0.05) are bold and starred.

LATimes
Model MAP P@10 Bpref Δ% p-value
JM 0.2322 0.2711 0.2275 – –

PL C1 0.2560 0.2889 0.2398 10.24 0.323
PP C1 0.2332 0.2680 0.2256 0.43 0.642
PL C2 0.2591 0.2784 0.2370 11.58 0.149
PP C2 0.2685 0.2889 0.2507 15.63 0.043∗

Disks 4&5
Model MAP P@10 Bpref Δ% p-value
JM 0.2333 0.3908 0.2395 – –

PL C1 0.2544 0.4313 0.2583 9.04 ≈ 0∗

PP C1 0.2377 0.3996 0.2479 1.72 ≈ 0∗

PL C2 0.2535 0.4307 0.2570 8.65 ≈ 0∗

PP C2 0.2639 0.4454 0.2651 13.11 ≈ 0∗

WT2g
Model MAP P@10 Bpref Δ% p-value
JM 0.2495 0.3480 0.2407 – –

PL C1 0.3110 0.4660 0.2946 24.64 ≈ 0∗

PP C1 0.2572 0.3760 0.2507 3.09 0.013
PL C2 0.3123 0.4640 0.2998 25.17 ≈ 0∗

PP C2 0.3335 0.4820 0.3182 33.66 ≈ 0∗

WT10g
Model MAP P@10 Bpref Δ% p-value
JM 0.1479 0.2469 0.1474 – –

PL C1 0.1926 0.2959 0.1889 30.22 ≈ 0∗

PP C1 0.1574 0.2582 0.1597 6.42 ≈ 0∗

PL C2 0.1939 0.3153 0.1928 31.10 ≈ 0∗

PP C2 0.1984 0.3316 0.1956 34.14 ≈ 0∗

LATimes
Model MAP P@10 Bpref Δ% p-value
JM 0.3010 0.3067 0.2865 – –

PL C1 0.2696 0.2978 0.2527 -10.43 0.059
PP C1 0.2937 0.3200 0.2848 -2.43 0.259
PL C2 0.2856 0.2978 0.2511 -5.01 0.669
PP C2 0.2996 0.3044 0.2861 -0.46 0.986

Disks 4&5
Model MAP P@10 Bpref Δ% p-value
JM 0.2844 0.4791 0.2838 – –

PL C1 0.2731 0.4514 0.2741 -3.97 0.019∗

PP C1 0.2849 0.4847 0.2876 0.18 0.337
PL C2 0.2822 0.4711 0.2783 -0.77 0.537
PP C2 0.2967 0.4984 0.2992 4.32 ≈ 0∗

WT2g
Model MAP P@10 Bpref Δ% p-value
JM 0.2678 0.4300 0.2748 – –

PL C1 0.2871 0.4660 0.2925 7.20 0.184
PP C1 0.2750 0.4280 0.2796 2.69 0.120
PL C2 0.3017 0.4580 0.3010 12.65 0.112
PP C2 0.3145 0.4840 0.3138 17.43 ≈ 0∗

WT10g
Model MAP P@10 Bpref Δ% p-value
JM 0.2274 0.3850 0.2202 – –

PL C1 0.2298 0.3730 0.2338 1.05 0.592
PP C1 0.2312 0.3890 0.2291 1.67 0.005∗

PL C2 0.2366 0.3810 0.2297 4.04 0.291
PP C2 0.2509 0.4020 0.2351 10.33 ≈ 0∗

combination. PL C2 stands for the linear prior and the new risk-based query like-
lihood combination (equation 23). Finally, PP C2 denotes the new probabilistic
prior and risk-based combination (equation 22). The Δ% column stands for the
MAP difference between the row value and the baseline. The p-value reported in
the last column is obtained from the standard Wilcoxon-paired ranks sign test
for the MAP results of the prior in that row and the baseline. Significant values
(p < 0.05) are bold and starred. The best values in each column for the three
measures used are bold.

Results show that under the linear combination C1, the linear prior P1 per-
forms better for short queries whereas the probabilistic prior P2 is slightly better
with long queries (in three out of four collections). Overall, improvements respect
to the baseline are significant with short queries and not significant with long
queries under combination C1. The risk-based combination C2 is able to improve
the performance of both priors in almost every case. The behaviour of the priors
changed in this case, and P2 performed better than P1 with queries of any size.
In any case, the probabilistic prior under this combination always yielded the
best performance among all combinations and methods tested, with some im-
pressive improvements. Effectiveness gains are higher with shorter queries, which
may be due to the fact that JM smoothing performs better for longer queries,
and reduces the importance of the length normalisation step in those cases.
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Table 3. Optimal performance comparison between JM+probabilistic prior, Dirich-
let prior smoothing and BM25 on different collections for short(left) and long(right)
queries. Best values are bold. Significant MAP differences according to the Wilcoxon
test (p < 0.05) are bold and starred.

LATimes
Model MAP P@10 Bpref Δ% p-value

JM-Prior 0.2685 0.2889 0.2507 - -
BM25 0.2586 0.2978 0.2398 3.82 0.041∗

Dirichlet 0.2572 0.2889 0.2355 4.39 0.017∗

Disks 4&5
Model MAP P@10 Bpref Δ% p-value

JM-Prior 0.2639 0.4454 0.2651 - -
BM25 0.2548 0.4402 0.2565 3.57 0.047∗

Dirichlet 0.2559 0.4329 0.2569 3.12 ≈ 0∗

WT2g
Model MAP P@10 Bpref Δ% p-value

JM-Prior 0.3335 0.4820 0.3182 - -
BM25 0.3205 0.3560 0.3039 4.05 0.250

Dirichlet 0.3087 0.4500 0.2924 8.03 0.002∗

WT10g
Model MAP P@10 Bpref Δ% p-value

JM-Prior 0.1984 0.3316 0.1956 - -
BM25 0.1954 0.3102 0.1872 1.53 0.45

Dirichlet 0.1932 0.2898 0.1887 2.69 0.035∗

LATimes
Model MAP P@10 Bpref Δ% p-value

JM-Prior 0.2996 0.3044 0.2861 - -
BM25 0.3022 0.3044 0.2870 -0.86 0.450

Dirichlet 0.3061 0.3111 0.2970 -2.12 0.604
Disks 4&5

Model MAP P@10 Bpref Δ% p-value
JM-Prior 0.2967 0.4984 0.2992 - -

BM25 0.2825 0.4896 0.2814 5.03 0.004∗

Dirichlet 0.2743 0.4667 0.2737 8.27 ≈ 0∗

WT2g
Model MAP P@10 Bpref Δ% p-value

JM-Prior 0.3145 0.4840 0.3138 - -
BM25 0.2833 0.4600 0.2910 11.01 0.060∗

Dirichlet 0.2906 0.4280 0.2805 8.22 0.012∗

WT10g
Model MAP P@10 Bpref Δ% p-value

JM-Prior 0.2509 0.4020 0.2351 - -
BM25 0.2319 0.3940 0.2295 8.19 0.012∗

Dirichlet 0.2435 0.3910 0.2223 3.03 0.2708

One possible explanation for the different behaviour of both prior combina-
tions may be due to the contribution of the prior with respect to the contribution
of the query likelihood. The linear combination C1 sums the logarithm of query
likelihood and prior; as the query likelihood increases (by adding more query
terms) the prior contribution (query independent) diminishes. The probabilistic
prior contribution does not affect much the final results when combined this
particular way. A high query likelihood score is not so dominant with the risk-
based combination C2: the prior is still important for the final score because
the combination multiplies the prior by the query likelihood logarithm. Another
result is that the effect of the prior is not very sensitive to query length with the
C2 combination.

A second batch of experiments compared the new prior and combination de-
veloped in this work, probabilistic prior with the risk combination, with LM and
Dirichlet prior smoothing and also against BM25. The comparison is fair, as this
two matching functions already incorporate a document-dependent normalisa-
tion factor. Dirichlet prior smoothing is presented in equation 8. The μ parameter
chosen is the one that optimised the performance for each metric in every collec-
tion, picked up from a reasonable set of possible choices3. The second weighting
function considered was the probabilistic Okapi’s Best Match25 (BM25) [10]
which has proved to be robust, high-performing and stable in many IR studies.
The behaviour of the BM25 scores is governed by three parameters, namely k1,
k3, and b. Some studies ([5]) have shown that both k1 and k3 have little impact
on retrieval performance, so for the rest of the paper they are set as constant
to the values recommended in [10] (k1 = 1.2, k3 = 1000). The b parameter

3 μ ∈ {100, 500, 800, 1000, 2000, 3000, 4000, 5000, 8000, 10000}.
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controls the document length normalisation factor and it has been optimised in
the same way as λ for JM (parameter exploration in the (0, 1] range with 0.05
steps), independently for each metric and collection. The p-values and Δ% dif-
ferences reported in table 3 are calculated considering the Dirichlet prior/BM25
run as a baseline and compared to the JM+prior (PP C2) values.

This second set of results is presented in table 3. These results prove that the
PP C2 combination is able to outperform significantly high-performing retrieval
matching functions in most cases (again, LATimes and long queries being the
exception). We can conclude that by including a high-quality length prior, JM
smoothing outperforms Dirichlet prior smoothing, which was considered supe-
rior, and also well-tuned BM25.

6 Conclusions

We developed a new document prior that takes into account term statistics and
give a probabilistic derivation for it. The effect of the priors in retrieval is also
dependent on the way they are combined with the query likelihood. Hence, we
also demonstrated the effectiveness of a new way of combining document-length
based priors with the query likelihood, that leverages the effect of the prior
and likelihood components. The prior boosts the performance of a LM based on
JM smoothing significantly, with robust and stable results across collections of
different nature and topics of different sizes. The retrieval effectiveness of JM
with the new prior is also able to outperform LM using Dirichlet prior smoothing
and BM25, when the optimal parameters are used for all of them, and on the
basis of three different effectiveness measures. The excellent outcome in terms
of retrieval effectiveness of the prior and risk-based combination opens ground
for future research directions, for instance we will try to address the problem of
using this new developed way of considering document length into other retrieval
matching functions, and other retrieval tasks.
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Abstract. It is becoming increasingly common in information retrieval
to combine evidence from multiple resources to compute the retrieval
status value of documents. Although this has led to considerable im-
provements in several retrieval tasks, one of the outstanding issues is
estimation of the respective weights that should be associated with the
different sources of evidence. In this paper we propose to use maximum
entropy in combination with the limited memory LBFG algorithm to
estimate feature weights. Examining the effectiveness of our approach
with respect to the known-item finding task of enterprise track of TREC
shows that it significantly outperforms a standard retrieval baseline and
leads to competitive performance.

1 Introduction

In several information retrieval tasks, such as web retrieval [15], structured doc-
ument retrieval [7] and email retrieval [3], a number of approaches combine
evidence from multiple resources to compute the retrieval status values.

Typically the different sources of evidence include term frequencies within
different fields of a document (e.g., body and anchor text), different ways to
compute within-document and collection term frequencies or the combination of
different document similarity functions as a whole. Zobel and Moffat [16] show
that it is very difficult to find a similarity measure which is best in all cases, but
at the same time they show that there is still a lot of room for improvement by
varying retrieval strategies.

Unfortunately, most of the evidence formulas and combining functions that
have been developed were tuned by heuristic approaches. Thus, an approach
which combines evidence from different representations of the documents and
automatically estimates the importance of each component in the retrieval rank-
ing function can be very useful. For this purpose, we have adapted maximum
entropy, a statistical machine learning method, to perform the retrieval task.
This paper contains a description of the method and a number of experiments
to verify its effectiveness.

The remainder of this paper is organized as follows: In the next section the
problem of combining evidence and document representations is introduced. The
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maximum entropy method and its adaptation to IR are provided in sections 3 and
4. Related work is discussed in section 5. In section 6 we discuss the experimental
set-up and results. Section 7 concludes the paper.

2 Combining Evidence

The problem of evidence combination can be re-formulated as the problem of
finding a ranking function W (d, q,C), where collection C contains a set of doc-
uments d with k fields {f1, f2, ..., fk}. As mentioned, most of the work in this
area is in the form of combining scores, particularly, linear combination of scores.
However, Ogilvie and Callan [11] have shown that their mixture language model
approach outperforms various meta-search methods in almost all cases. More-
over, Robertson et al. [14] have discussed the dangers of linear combination of
entire document similarity scores and criticized it in detail.

To deal with the problem of combining evidence, we propose a method that
addresses most of the issues in previous approaches. This method, was designed
to have following features:

1. Automatically learn different features from different sources of evidence
2. Learn complex features such as term proximity or user preferences in a man-

ner similar to simple features
3. Do not make assumptions which are not realistic, for example, term inde-

pendence assumption due to mathematical convenience by many methods
4. Deal with documents with both single and multiple representations in a

unified manner

3 Maximum Entropy Modeling

Statistical modeling is used to build a model to predict the behavior of a process.
A labeled training set is employed to learn a model predict future behavior of
the process [1]. The first modeling task is feature selection and the second one is
model selection. Firstly, a set of statistics is determined and then these statistics
will be employed to construct an accurate model of the desired process.

One of the approaches to build that model is through maximum entropy
modeling. The idea behind maximum entropy method is very simple: model all
that is known and assume nothing about that which is unknown [1]. It means,
choose a model consistent with all the facts, but otherwise as uniform as possible.

The probability distribution for the process based on maximum entropy has
two characteristics: Firstly, it is in accordance with the constraints, secondly it
is as uniform as possible.

It can be shown that there is a unique distribution that satisfies these con-
straints and it is always of the exponential form. Berger et al. [1] have shown
that the solution has the following parametric form:

pλ(y|x) =
1

Zλ(x)
exp

n∑

i=1

λifi(x, y) (1)
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Zλ(x) =
∑

y

exp
n∑

i=1

λifi(x, y) (2)

where Zλ(x) is a constraint to satisfy the requirement that
∑

y pλ(y|x) = 1 for
all x, because it is a probability distribution.

Except for simple problems, equation 1 cannot be solved analytically and
numerical methods have to be used to find the optimal weights of the features.
We decided to use Nocedal’s limited-memory BFGS optimization algorithm [10]
which is a very efficient and robust method to solve large scale optimization
problems and significantly outperforms the other two optimization approaches
we experimented with.

4 Maximum Entropy in IR

By viewing the IR problem as a classification task, it is possible to apply discrim-
inative classifiers to it, such as a classifier based on maximum entropy modeling.
The retrieval process output values are r ∈ R = {R, R̄} which are affected by the
contextual information from the collection, documents, and queries. The para-
metric form of the distribution, which is mentioned in section 3, can be expressed
as the conditional probability p(r|d, q) as follows:

p(r|d, q) =
1

Zλ(d, q)
exp

n∑

i=1

λifi(d, q, r) (3)

Zλ(d, q) =
∑

r∈{R,R̄}
exp

n∑

i=1

λifi(d, q, r) (4)

There are two classes of features: Firstly, atomic features for documents with
a single representation, which are functions of different term frequency statistics
in the collection, documents and queries. Secondly, statistics for various repre-
sentations of documents which in our case amounts to the different sections of
the text. Representations are combined with atomic functions to have real-valued
numbers as value. Table 1 shows some of the atomic and complex features. As
we evaluate our approach in the context of email retrieval, our documents are
e-mail message and each of the features is applied to the different fields of an
e-mail: the subject, body and the body of the replied messages.

For training the maximum entropy model we normally use a set of queries
for each of which we take a number of relevant and non-relevant documents.
However, in the known-item finding task, there is exactly one relevant document
for each query and the remainder of the collection is considered non-relevant
with respect to this query. Therefore, we have to repeat the relevant constraints
as much as non-relevant examples or choose a small portion of non-relevant
examples. Due to the large number of documents we decided to under-sample a
set of non-relevant documents, also repeating the relevant examples to balance
out the training set.
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Table 1. Functions used as features in our maximum-entropy retrieval approach

Name Atomic Feature Description

NTF
∑

t∈Q∩D log (1 + tf(D,t)
|D| ) Normalized term frequency

IDF
∑

t∈Q∩D log N
df(t) Inverse document frequency

CT |qi ∈ Q ∩ D| Number of common terms

ICF
∑

t∈Q∩D log |C|
tf(C,t) Inverse collection frequency

Name Complex Feature Description

NTF-ICF
∑

t∈Q∩D log (1 + tf(D,t)
|D|

C
tf(C,t) ) Normalized tf × icf

NTF-IDF
∑

t∈Q∩D log (1 + tf(D,t)
|D|

N
df(t) ) Normalized tf × idf

BM25

∑
t∈Q∩D

(k1+1)·tf(D,t)

tf(D,t)+k1·(1−b+b· |D|
avgdl(C) )

· log N−df(t)+0.5
df(t)+0.5

Okapi BM25

TP

∑
ti,tj∈P log(1+ (min {distance(ti, tj)})−2

· |C|
tf(C,ti)tf(C,tj) )

Term proximity

FO
∑

t∈Q∩D log (1 + |D|
firstOccurrencePos(t)

|C|
tf(C,t) ) First occurrence position

TD log (1 + 4
td(D) ) Depth in thread

5 Related Work

Ogilvie and Callan [11] compare the effectiveness of meta-search methods for
combining document representations with their language modeling retrieval ap-
proach. In particular, they compared rank-based and score-based meta-searching
with a mixture language model approach, showing that the latter slightly out-
performs the best meta-search algorithms.

Their mixture method uses a unigram language model where the language
model θD is specified by p(w|θ). During retrieval, documents are ranked by
p(Q|θD) =

∏i=1
|Q| p(qi|θD), where θD is the language model estimated for docu-

ment D, |.| is the length function and qi is the ith term in the query Q.
Their approach is very similar to ours, except that we use an exponential

model. Moreover, Ogilvie and Callan’s mixture language model is based on uni-
gram language modeling assuming term independence.

Robertson et al. [14] use BM25 as scoring function, but they have mentioned
that this is a general method that can be used for many other scoring functions.
The linear combination of frequencies method, similar to mixture language model
by Ogilvie and Callan, uses a linear combination of a single scoring function
over the representations. However, we have shown that our proposed maximum
entropy method can combine any scoring function in a unified manner. On the
other hand, using advanced features in a linear combination of frequencies will
not be as easy as integrating them into a maximum entropy approach.

Another difference between maximum entropy and the above approaches is
the estimation of the optimal weights or parameters of the ranking functions.
Ogilvie and Callan [12] did not mention any optimization algorithms for finding
the appropriate feature weights. Robertson et al. [14] used grid search for finding
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the parameters of their function. On the other hand, there are a number of well-
studied optimization algorithms such as IIS, and L-BFGS for maximum entropy.

There have been a few attempts to explore maximum entropy in IR. Cooper [2]
applied maximum entropy to information retrieval. Kantor and Lee [5] explored
the application of maximum entropy, but more recently ([6]) they reported low
performance on large document collections.

Greiff and Ponte [4] showed that ranking formulas of the Binary Indepen-
dence Model (BIR) and Combination Match Model (CMM) can be derived from
the maximum entropy principle with suitable features. Nallapati [9] explored
discriminative models for IR and applied maximum entropy and support vector
machines to several ad-hoc retrieval test sets. However, because of the rather
discouraging results in these tasks, he did not examine maximum entropy in
other tasks such as web or email retrieval.

6 Experiments

As mentioned before, one of the benefits of using maximum entropy is its ability
to automatically learn arbitrary features. Thus to demonstrate the effectiveness
of our approach in the context of information retrieval, we evaluate it with
respect to email retrieval as defined in the Known-Item Finding Task of TREC
2005’s Enterprise Track [3]. As emails are structured documents containing a
number of fields (subject line, body, quoted text, etc.) this task is well-suited to
evaluate the effectiveness of retrieval approaches that combine different sources
of evidence. The collection is the W3C corpus which contains 174,311 documents.
25 queries are provided for training purposes and 125 additional queries are set
aside for testing only. In our experiment, only the 25 training queries are used
to generate the training data and learn the weights of the features.

There are three official measures for evaluating TREC’s known-item finding
task. The primary measure is the Mean Reciprocal Rank (MRR) and the other
two are success at 10 (S@10), indicating whether a relevant document is ranked
among the top 10 retrieved documents, and success at infinity (S@inf) indicat-
ing whether a relevant document had been retrieved at any rank [3]. The Okapi
BM25 ranking function has been used as one of the baselines for this experi-
ment. The best results for the parameters after several attempts were b = 0.25
and k1 = 1.2. For this baseline, documents are treated as they have only one
representation, i.e. all fields are merged and documents are indexed with one
field which contains the whole text of the e-mail message.

6.1 Features

Three categories of features are used in this experiment: Firstly, features based on
term frequencies of different representation of e-mail messages such as NTF-ICF-
S=

∑
t∈Q∩Ds

log (1 + tf(Ds,t)
|Ds|

Cs

tf(Cs,t)). Secondly, we use position based features
such as term proximity, phrase match and first occurrence position features.
Lastly, we use query independent features such as message depth in the thread.
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There are many different methods to calculate term proximities [13,8]. Our
term proximity feature computes the sum of minimum distances between term
pairs. We chose this method of calculating proximity to avoid using features
which carry similar information. For example, this term proximity metrics does
not contain information about term frequency in the document.

∑

ti,tj∈P
log(1 + (min {distance(ti, tj)})−2 |C|

tf(C, ti)tf(C, tj)
) (5)

where, distance(ti, tj) returns the set of distances between terms ti and tj ,
tf(C, ti) is the collection frequency of term i and P is the set of all possible
pairs of query terms.

Similar to term proximity, the phrase match feature computes the maximum
length of an exact match between the query and the document. Thus, a phrase
match of 3 terms has a greater value than three matches of length 2.

The position of the first query term in the document is another feature that
is used in the experiment:

∑

t∈Q∩D

log (1 +
|D|

firstOccurrencePos(t)
|C|

tf(C, t)
) (6)

Thread depth feature is a query independent feature that is computed as follows:

log 1 +
4

td(D)
(7)

where, td(D) is the depth of document D in the thread. The depth of emails is
capped at level 4.

6.2 Results

Table 2 shows the best runs of the maximum entropy system, compared to
the baseline systems. For statistical significance testing we used the two-sided
Wilcoxon signed-rank test. All the fields are stemmed by the first two steps
of Porter stemmer after stop-word removal. We use three baselines: a standard
BM25 run, where all fields are merged (run 1), a maximum entropy run with a
BM25 feature applied separately to the body and subject (run 2), and a maxi-
mum entropy run, using term frequency statistics only (run 3).

As the results show, the best maximum entropy based system significantly
outperforms all baselines. Although the first occurrence position feature is some-
what unstable, it improved overall performance. In accordance with earlier ap-
proaches, our experiments show the importance of the subject field. Runs using
only the subject field outperform runs using only the body and thread fields.

In general, the results show that our maximum entropy approach leads to
strong results, substantially outperforming competitive baselines. Comparing
runs 5 and 3 shows that the new, term-position based features, such as the
term proximity and first occurrence features described above, lead to the best
results.
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Table 2. E-mail search results. ·∗ indicates whether the improvement with respect to
each of the three baselines (runs 1–3) statistically significant at level α = 0.05. S, B
and T indicate the field that the function is applied to, which are subject, body and
replies of the message in the thread, respectively.

Run Features MRR S@10 S@inf

1 Baseline BM25 on S+B+T, b=0.25, k1=1.2 0.483−,∗,− 0.696 0.976
2 Baseline BM25-S, BM25-B 0.557∗,−,∗ 0.728 0.968
3 Baseline NTF-ICF-S, NTF-ICF-B, NTF-ICF-T 0.520−,∗,− 0.68 0.968

4 MaxEnt NTF-ICF-S, NTF-ICF-B, FO-B, PM-B,
TP-S, TP-B, TD

0.603∗,−,∗ 0.816 0.944

5 MaxEnt NTF-ICF-S, NTF-ICF-B, FO-B, PM-B,
TP-S, TP-B

0.609∗,∗,∗ 0.800 0.976

6 MaxEnt BM25-S, BM25-B, BM25-T, FO-B, PM-B,
TP-S, TP-B

0.587∗,−,∗ 0.76 0.960

7 MaxEnt BM25-S, BM25-B, FO-B, PM-B, TP-S,
TP-B

0.603∗,−,∗ 0.808 0.976

8 MaxEnt NTF-ICF-S, NTF-ICF-B, PM-B, TP-S,
TP-B

0.565−,−,∗ 0.768 0.976

9 MaxEnt NTF-S, NTF-B, IDF-S, IDF-B, FO-B,
PM-B, TP-S, TP-B

0.554−,−,− 0.736 0.952

7 Conclusions

We have shown that maximum entropy can be applied successfully to known-
item email retrieval leading to statistically significant improvements over various
baselines.

The advantages of using maximum entropy are twofold: Firstly, it is easy to
integrate and experiment with additional features that are more tailored towards
the retrieval task at hand. Here, we used three additional term-position based
feature functions, term proximity, first term occurrence, and phrase matching.
Using these additional features resulted in the highest performance, and led to
statistically significant improvements over a maximum entropy based retrieval
system that did not use these features.

The second advantage of maximum entropy over a number of related evidence
combination approaches concerns the problem of estimating the appropriate fea-
ture weights. Earlier work often estimated the feature ways in a rather ad-hoc
way by just experimenting with a number of weight combinations or by applying
grid search. Both approaches are likely to miss the optimal weights and there-
fore leading to sub-optimal performance. On the other hand, there are a number
of well-established and well-studied feature weight optimization algorithms for
maximum entropy.

Acknowledgments. This work has been supported, in part, by the Nuffield
Foundation, Grant No. NAL/32720.
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Computing Information Retrieval Performance

Measures Efficiently in the Presence of Tied
Scores
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Abstract. The Information Retrieval community uses a variety of per-
formance measures to evaluate the effectiveness of scoring functions. In
this paper, we show how to adapt six popular measures — precision,
recall, F1, average precision, reciprocal rank, and normalized discounted
cumulative gain — to cope with scoring functions that are likely to as-
sign many tied scores to the results of a search. Tied scores impose only
a partial ordering on the results, meaning that there are multiple pos-
sible orderings of the result set, each one performing differently. One
approach to cope with ties would be to average the performance values
across all possible result orderings; but unfortunately, generating result
permutations requires super-exponential time. The approach presented
in this paper computes precisely the same performance value as the ap-
proach of averaging over all permutations, but does so as efficiently as
the original, tie-oblivious measures.

1 Introduction

One of the fundamental problems in Information Retrieval is the ranking prob-
lem: Ordering the results of a query such that the most relevant results show
up first. Ranking algorithms employ scoring functions that assign scores to each
result of a query, where the score is an estimate of the result’s relevance to the
query at hand. So, ranking the results of a query consists of assigning a score to
each result and then sorting the results by score, from highest to lowest.

Ranking algorithms are typically evaluated against a test collection consisting of
a set of queries. Each query in the test collection has a set of results, and the results
were arranged into a (partial or total) order by a human judge. In order to evaluate
a ranking algorithm, the algorithm is applied to the result set of each query, the
distance between the computed ranking and the “optimal” orderingdetermined by
the judge is measured, and the distances are averaged over the entire test collection.
Coming up with suitable distance metrics (or performance measures) has been the
subject of considerable research, and there are numerous such metrics.

Typically these performance measures assume that a ranking algorithm ar-
ranges the results of a query into a total ordering, i.e. that no two results to a
query have the same score. This assumption is reasonable for scoring functions
that map a rich set of features of the result document to a real-valued score, but
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it is less warranted for evaluating the performance of a single discrete feature,
e.g. page in-degree, click count, and page visits.

We stress that we are not concerned with evaluating the final results of a
ranking system, which will almost certainly combine many features into a real-
valued score, but rather the internals of such a system, where the performance of
individual, potentially discrete features needs to be assessed. A typical modern
search engine will use hundreds of features and combine the evidence provided
by these features using e.g. a neural network. An important first step in training
is feature selection, to restrict the number of inputs and avoid overfitting. A
natural approach is to treat each feature as a scoring function in its own right
and assess its performance under various IR metrics.

Despite the fact that performance evaluation of IR systems is a mature field
and that much thought has gone into devising appropriate measures to com-
pare different ranking systems, not much work has been done on adapting these
measures to evaluate the performance of ranking algorithms that impose only a
partial ordering on the result set. The impact of ties in ranked result sets on mea-
sures of retrieval effectiveness was first considered by Cooper [2], who proposed
expected search length as a performance measure robust to ties. Raghavan and
Jung [5] investigated the problem of ties in the context of precision and recall.
Their focus is on precision at varying levels of recall, and they develop approaches
that are sensible in the presence of ties. In contrast, our approaches focus on a
larger space of evaluation measures, including F1, RR, AP, and NDCG, but are
aimed at settings with fixed document cut-off values.

The simplest approach to dealing with the problem (which is in fact the
approach that was taken by TREC competitions; see for example [4]), is to ar-
bitrarily pick one of the valid (that is, well-sorted) orderings of a result vector
and evaluate it. However, in our own experiments on large-scale test sets for
web collections, and using scoring functions prone to produce tied results, we
found that different well-sorted permutations of result vectors can have appre-
ciably different performance values, large enough to affect the relative ordering
of several of the scoring functions we compared.

A more disciplined approach is to average over all possible orderings. A naive
realization of this approach to dealing with tied scores would entail generating
the possible orderings of a result set by generating all permutations of each
subset of tied results. This approach, while straightforward to implement, is
computationally very expensive; its time complexity is super-exponential to the
number of tied results. This is especially troublesome in cases where the distance
metric is the cost function of an optimization algorithm, such as a dynamic
optimization program to determine optimal parameters of a scoring function.

In this paper, we show how to compute six of the most popular performance
measures efficiently in the presence of tied scores. Our approach is arguably
superior to the two aforementioned approaches: It is completely deterministic
just like the second approach (and in fact produces precisely the same results),
and at the same time not substantially more expense to compute than the first
approach of computing the traditional measures for a single permutation. We
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have implemented all of the tie-aware measures described, and are routinely using
them as cost functions (i.e. the inner loop) of dynamic optimization systems.

The remainder of the paper is structured as follows: section 2 adapts six well-
established (and tie-oblivious) performance measures to handle result vectors
with tied scores in a robust and efficient manner. In section 3 we assess the per-
formance impact of tie-awareness. Finally, section 4 offers concluding remarks.

2 Dealing with Tied Scores

We will now show how six standard performance measures can be adapted to deal
with ties in a robust, deterministic matter, while still being about as efficient as
the standard tie-oblivious definitions. The approach we take is to consider all pos-
sible consistent orderings, but rather than explicitly producing these orderings we
analytically derive their average, which in each case we can easily compute.

We will first introduce some mathematical notation to help us describe per-
formance measures, and then develop the tie-aware versions of these measures.

A typical ranking algorithm applies a scoring function s to all result docu-
ments retrieved in response to a query q, and sorts the results by decreasing
score. This produces a result vector V = 〈v1, · · · , vn〉, where s(vi) ≥ s(vi+1) for
all 1 ≤ i < n. Document v1 is the highest-scoring result.

Scoring functions are evaluated using test collections of queries and associated
result sets, where the results have been labeled by human judges as to their
relevance. Labels can be binary (e.g. relevant or irrelevant), drawn from a small
range (e.g. excellent, good, fair, bad), or fine-grained enough to impose a total
ordering on the results (e.g. best, second-best, etc.). Five of the six performance
measures described in this paper assume that the judges have used a binary
labeling scheme, i.e. have marked the results in the test collection as relevant
or irrelevant to their associated query. We write rel(vi) to denote the relevance
of document vi in a result set; rel(vi) is 1 if vi is relevant to the query and
0 otherwise. In order to evaluate the performance of a scoring function s, we
iterate over the query/result-set pairs in a test collection, use s to rank the
results associated with each query, use a performance measure to quantify how
much the ranking imposed by the scoring function diverges from the assessment
of the human judges, and average these quantities over all queries in the test
collection. This approach is often called macro-averaging.

2.1 Precision

The precision measure [1] is based on the observation that users of an IR system
tend to peruse only the first k results of a search. It measures what fraction of
these k results are relevant to the query on average. The value k is commonly
called the document cut-off value. For the rest of the paper we assume that
k ≤ n. The precision at k is defined as:

P@k(V ) =
1
k

k∑

i=1

rel(vi)
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In order to deal with ties, we introduce a tie-vector T = 〈t1, · · · , tm+1〉 whose
first element t1 is 0 and whose remaining elements are the ending indices of the
m equivalence classes in V , so that Vi = 〈vti+1, · · · , vti+1〉 all have the same
score. These classes need not have more than a single element, as in the case
that there is not a tie. We use the notations ri and ni to reference the number of
relevant and total elements in Vi, respectively. We use Ri to denote the number
of relevant elements that precede Vi in V . Furthermore, we assume w.l.o.g. that
the document cut-off occurs in sub-vector Vc, or putting it differently, that k is
in the half-open interval (tc, tc+1].

In order to compute the precision at k in the presence of ties, we sum up
the expected number of relevant results contained in each sub-vector Vi of tied
results. For any sub-vector preceding Vc (the sub-vector where the cut-off oc-
curs), the contribution is exactly the same as in the tie-oblivious case, since any
permutation of tied results does not change the number of relevant results in the
sub-vector. For any sub-vector succeeding Vc, the contribution is 0, since per def-
inition none of its results fall below the document cut-off. Finally, the sub-vector
Vc contains nc results, rc of which are relevant, and it has k − tc “slots” within
the document cut-off window. So, Vc contains on average (k − tc) rc

nc
relevant

results. This leads to the following tie-aware definition of precision at k:

P@k(V ) =
1
k

(

Rc +
k − tc

nc
rc

)

=
1
k

(
tc∑

i=1

rel(vi) +
k − tc

nc

tc+1∑

i=tc+1

rel(i)

)

The time complexity for computing P@k(V ) is O(k) in the tie-oblivious case,
since we only need to examine the first k elements of the result vector V , and
O(tc+1) in the tie-aware case, since we need to scan the result vector up to and
including the sub-vector Vc overlapping the document cut-off specified by k.

2.2 Recall

The recall measure [1] quantifies what fraction of all the relevant results was
ranked to fall within the first k documents. The recall at k is defined as:

R@k(V ) =
∑k

i=1 rel(vi)∑n
i=1 rel(vi)

Recall can be adapted to results with tied scores in much the same way as
precision. Again, we sum up the contributions of each sub-vector Vi of tied
results, i.e. the expected number of relevant results contained in each sub-vector.
But while precision normalizes this sum by the document cut-off value k, recall
normalizes it by the total number of relevant results in the entire result vector.
Neither normalization factor is influenced by permutations of results with tied
scores. So, we arrive at the following tie-aware definition of recall at k:

R@k(V ) =
Rc + (k − tc) rc

nc∑n
i=1 rel(vi)

=

∑tc

i=1 rel(vi) + k−tc

nc

∑tc+1
i=tc+1 rel(i)

∑n
i=1 rel(vi)
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The time complexity for computing R@k(V ) is O(n) in both cases, since we
need to iterate over the entire result vector V to find out how many relevant
results there are in total. If the number of relevant results in V is known, R@k(V )
can be computed in O(k) time in the tie-oblivious case and O(tc+1) in the tie-
aware case.

2.3 F1 Measure

A common combination of precision and recall is the F1 measure, defined as the
harmonic mean of precision and recall, which can be rewritten so as to avoid
division by zero in the absence of any relevant results:

F1@k(V ) =
2

1
P@k(V ) + 1

R@k(V )

=
2

∑k
i=1 rel(vi)

k +
∑n

i=1 rel(vi)

The denominator of the rewritten equation is independent of ties in V , and
the numerator is exactly as we have seen in both precision and recall. We thus
adapt F1 similarly, replacing

∑k
i=1 rel(vi) with Rc + (k − tc) rc

nc
, the average

number of relevant documents over all possible ties.

F1@k(V ) =
2(Rc + (k − tc) rc

nc
)

k +
∑n

i=1 rel(vi)

The time complexity of computing the F1 measure is no more than precision or
recall in either case; the numerator can be computed in O(k) or O(tc+1) time,
and the denominator, if unavailable, can be computed in O(n) time.

2.4 Average Precision

The average precision measure computes a precision for every relevant result in
a result vector, and averages these precision values. More precisely, the average
precision at k is defined to be:

AP@k(V ) =
∑k

i=1 P@i(V )rel(vi)∑n
i=1 rel(vi)

.

The numerator is the only quantity that has the opportunity to vary based on
the choice of ordering given ties. To simplify presentation, when considering a
position j, we will bind i to be the index of the tie that contains j; i.e. the value
of i such that ti < j ≤ ti+1. To analyze the average contribution of a position j
in a tie Vi, we note that position j is relevant in a ri

ni
fraction of orderings. When

an element is relevant, the average number of relevant documents preceding it
in the tie is ri−1

ni−1 times the number of available slots in the tie, j − ti − 1. We
thus define the tie-aware variant of AP as:

AP@k(V ) =

∑k
j=1

ri

ni

(
Ri + (j − ti − 1) ri−1

ni−1 + 1)
)

1
j

∑n
j=1 rel(vj)
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Computing P@i(V ) and Ri for increasing values of i does not require two
nested loops, but can be done in a single loop running from 1 to k. Hence,
the time complexity to compute AP@k(V ) is O(k) in the tie-oblivious case and
O(tc+1) in the tie-aware case, since all of the terms in the above formulas can
be evaluated in a single pass through the first k or tc+1 elements.

2.5 Reciprocal Rank

The reciprocal rank measure [6] favors scoring functions that rank relevant results
highly. The value of the measure is inversely proportional to how far a user has
to go down the ranked list of results on average to find the first relevant result:

RR@k(V ) =
{ 1

i if ∃i ≤ k : rel(vi) = 1 ∧ ∀j < i : rel(vj) = 0
0 otherwise

The tie-aware variant requires attention only in the case where the first rele-
vant result in the partial order occurs in a tie with at least one other object. In
this case, we must determine the average value of 1

i for the first relevant result
in that set of ties. Additionally, if this set of tied results crosses the imposed
document cut-off value of k, we must consider the possibility that all relevant
results are ranked beyond k, yielding no score at all.

To compute the tie-aware reciprocal rank, we first identify the first group Vi

containing a relevant result. For each of the values j from ti+1 up to min(ti+1, k),
we compute the fraction of orderings in which the first relevant result occurs at
exactly that position. Multiplying this fraction by 1

j and accumulating over j
gives the correct answer.

We compute the fraction of orderings with the first relevant result at position
ti+x by computing for each ti+x the fraction of orderings whose first x elements
are irrelevant, and then computing the difference between adjacent fractions.
Taking those orderings whose first x elements are relevant, minus those whose
first x+1 elements are irrelevant, gives the fraction whose first relevant element
is at x. The fraction f(x, r, n) of the orderings of r out of n relevant elements
for which the first x are irrelevant follows as simple recursive definition:

f(x, r, n) =
{

1 − r
n if x = 1

(1 − r
n−x+1 )f(x − 1, r, n) otherwise

Intuitively, each ordering that contributes to f(x − 1, r, n) will contribute to
f(x, r, n) if the next element is irrelevant, which occurs when none of the r
relevant results are chosen from the set of n − x + 1 remaining results.

Letting Vi be the first group containing a relevant result,

RR@k(V ) =
min(ti+1,k)∑

j=ti+1

f(j − ti, ri, ni)
j

The time complexity for computing RR@k(V ) is O(k) in the tie-oblivious
case, since it requires a linear scan of at most the first k elements of the result
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vector V , and at most O(tc+1) in the tie-aware case, as we need only scan as
far as the end of the last possible tied group. Once the first relevant group Vi is
identified, the dynamic program takes O(ni) time to compute the fractions and
accumulate the weighted reciprocals, which is at most O(tc+1).

2.6 Normalized Discounted Cumulative Gain

The discounted cumulative gain measure [3] assumes that judges have assigned
labels to each result, and accumulates across the result vector a gain function
G applied to the label of each result, scaled by a discount function D of the
rank of the result. A common example uses integer labels, the gain function
G(l) = 2l − 1, and discount funtion D(i) = 1

log(1+i) . We define the discounted
cumulative gain at k as follows:

DCG@k(V ) =
k∑

i=1

G(label(vi))D(i)

We normalize DCG@k(V ) into the range [0,1] by dividing by the DCV of an
“ideal” result vector I (produced by a hypothetical clairvoyant scoring function
that maximizes DCG@k(I)):

NDCG@k(V ) =
DCG@k(V )
DCG@k(I)

NDCG can be adapted fairly easily to deal with ties, as the normalization
requires no special attention, and discounted cumulative gain is a simple sum
over the returned results. Notice that for each position in a tied group, the
average gain at that position is the average of the gain function across tied
elements. As the discount function is multiplicative, we need only multiply it by
this average gain at each position:

DCG@k(V ) =
m∑

i=1

⎛

⎝

⎛

⎝ 1
ni

ti+1∑

j=ti+1

G(label(vj))

⎞

⎠
min(ti+1,k)∑

j=ti+1

D(j)

⎞

⎠

As mentioned above, the normalization step is independent of ties in a candidate
partial ordering, and is computed and applied as usual.

Computing NDCG@k(V ) involves computing DCG@k(V ) and computing
DCG@k(I). Computing DCG@k(V ) takes O(k) time in the tie-oblivious case
and O(tc+1) in the tie-aware case, as the average gain can be computed for each
Vi in time O(ni), with the discounted gain accumulated for that group in a sim-
ilar amount of time. As DCG@k(()I) is independent of the ordering of V , its
computation time is unaffected.

3 Implementation

We have built C# implementations1 of both tie-oblivious and tie-aware versions
of the performance measures described in this paper. We compared the wall-clock
1 Available at http://research.microsoft.com/research/sv/tie-aware-measures
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running times of the tie-oblivious and tie-aware variants of each method. In order
to account for the effects of disk latency, we first loaded the vector of ranks and
scores for a test set of 28,043 queries into main memory. The scoring function used
was the in-degree of the web page. We found that for most of the performance
measures the overhead is negligible. The exception is reciprocal rank, where the
overhead is roughly 25%. Reciprocal rank is the only measure we considered that
can be computed without sorting the result vectors; consequently, the overhead of
the tie-awareness is much more noticeable, as it is not drowned out by the cost of
sorting.

4 Conclusions

This paper addressed the issue of defining deterministic performance measures
for scoring functions that are prone to assign identical scores to many results
in a result set. Our approach is inspired by the idea of evaluating the perfor-
mance of all possible well-ordered permutations of the result set and averaging
the performances, but it avoids the factorial time complexity that would go
along with such an approach, despite the fact that it produces precisely the
same performance values as averaging over all well-ordered permutations does.
We have applied our approach to six well-established performance measures: re-
call, precision, F1, average precision, reciprocal rank, and normalized discounted
cumulative again. For these six measures, computing the tie-aware measures is
not appreciably slower than computing the standard, tie-oblivious performance
measures.
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Abstract. The natural way to model a news corpus is as a directed graph where
stories are linked to one another through a variety of relationships. We formalize
this notion by viewing each news story as a set of actors, and by viewing links be-
tween stories as transformations these actors go through. We propose and model
a simple and comprehensive set of transformations: create, merge, split, continue,
and cease. These transformations capture evolution of a single actor and interac-
tions among multiple actors. We present algorithms to rank each transformation
and show how ranking helps us to infer important relationships between actors
and stories in a corpus. We demonstrate the effectiveness of our notions by ex-
perimenting on large news corpora.

1 Introduction

Browsing news websites and searching for relevant news forms a major portion of a
user’s interaction with the web. With the presence of efficient and accurate search en-
gines, it has become extremely simple for a user to find news of interest. However, the
amount of online news data available makes it difficult and time consuming for the user
to logically arrange and read the news. Therefore, there is a strong need to organize the
data in a manner that allows the user to extract meaningful information quickly. More-
over the user must be presented news items in a manner which captures the interrelated
nature of news items in an evolving news corpus. Simply arranging news items in order
of their timestamps is not enough.

Kerry says President would cut retiree payouts: ” That’s up to $500 a month less for food, for clothing, for the occasional gift for a grandchildren.” Kerry warned on
Sunday as he addressed elderly and middle-aged worshipers at a black church in Columbus, Ohio, bringing to the fore a major issue in the election that he has rarely touched
on. Kerry’s comments on social security came as he headed to Florida for a voter turnout push timed to Monday’s start of early voting.

News Story 1

The Topic Detection and Tracking (TDT) [1] research initiative was formed in 1998
to address such issues in news organization. A topic is defined as a cluster of news
stories connected by a seminal event. For example, the US elections 2004 is a topic
and all the news stories connected with it are labeled as being inside the topic. Nallap-
ati et.al. [5] presented an algorithm to discover dependencies between news stories by
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taking into account the content of the news. For example, in US Elections 2004 topic,
stories about Bush are related to each other and stories about Kerry are related to each
other. The news items can now be arranged as a graph such that each node represents
one news item and each edge captures both kinds of dependencies between two news
stories: textual and temporal.

Same-Sex Marriages: Bush Backs Ban in Constitution Pres Bush backs constitutional amendment to ban same-sex marriages; holds marriage cannot be separated from
its ’cultural, religious and natural roots’ without weakening society

News Story 2

These algorithms were based on the key assumption that a single theme is associated
with each news item. However, this assumption does not hold true in many cases. For
example, a news item discussing Bush’s health care policy indeed has two themes/actors
Bush and Health Care. Going beyond just a simple multiplicity of actors is the fact that
the interrelationship between actors is major feature of a news corpus, and it is a feature
that users look for, implicitly or explicitly. Keeping this in view our key contention is
this: Actors interact and these interactions provide valuable cues which can be used
to discover useful parts, patterns and properties of the news corpus. We define five
key types of evolutions/transformations which actors can undergo. These are create,
merge, split, continue, and cease. Some of the transformations inside a news corpus
are more important than others. Based on this idea, we provide quantitative metrics
to measure importance of any transformation. The usefulness of these transformations
is demonstrated by the empirical observation that top ranked transformations in-fact,
correspond to important events, stories and actors in a news corpus.

The Final Debate: The mission of Wednesdays night presidential debate was to engage George W. Bush and John Kerry in a discussion of domestic issues. True, both
men hewed to their talking points and tried harder to score cheap shots than to offer clear explanations. But its hard to believe that anyone who watched with attention didn’t
come away with a good handle on who John Kerry and George W. Bush are, what they believe, and how they would approach running the country

News Story 3

The focus of this article is to characterize the interactions among actors and pro-
pose quantifying measures for them. We do not approach the problem of identifying
actors, instead we depend on the algorithms proposed by Mei et al. [3] to identify ac-
tors/themes. To reiterate,the key contributions of this paper are: i) We present an actor
based view of news corpora and posit an interaction graph of actors as the appropri-
ate organizational framework for these corpora. ii) We define, discover and rank the
key transformations that capture the evolution of a single actor and its interactions with
other actors. We also empirically show how the ranking aids a user in retrieving impor-
tant and interesting aspects of the news corpus.

We have also proposed an automatic interaction graph generation algorithm. The
algorithm enforces the top transformations that are mined from the news corpus. Due to
shortage of space, we have not detailed the algorithm in this paper. Interested Readers
are directed to [2] for details of the algorithm.
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2 An Actor Based View of News Corpora

In this section we present and develop an actor based view of news corpora. We first
define interaction graphs which form the basic structure of a news corpus organized by
actors, then we study the transformations these actors undergo in the interaction graphs.

The Interaction Graph
The basic structure we proceed with is an interaction graph which is a major improve-
ment on the structure proposed by Nallapati et. al. [5]. In our interaction graph each
story is represented by a node. The actors present in a story are enumerated inside the
node. Links may be established between news stories having common actors. Edges
connecting two stories are annotated with actors common to the two stories. It is our
contention that this is a natural and satisfactory way of organizing a news corpus being
presented to a human user. For expository purposes consider a news corpus consisting of

Fig. 1. Interaction Graph for the three
stories

three news items: S1, S2 and S3(temporally or-
dered). Relevant actors in each news item are
identified and marked. An interaction graph of
these stories is shown in Figure 1. Stories 2
and 3 are linked because of the presence of a
common actor, i.e., Bush. The actors Bush and
Kerry both are present in Story 3. The pres-
ence of edges from Story 1 and Story 2 to Story
3 implies that previously non co-occurring ac-
tors appeared together in story 3.We call such
a transformation a merge of two actors. Simi-
lar definitions hold for other transformations. Once all the transformations have been
discovered we score them to ascertain their significance using a scoring procedure that
takes into account stories in the temporal neighborhood.

We would like to clarify again that we have not discussed the interaction graph gen-
eration algorithm in this paper. For details of the algorithm, the reader is encouraged to
look at our technical report. [2].

Basic Notations
Given a news corpus consisting of D news items with respective time stamps
{t1, t2. . . . , tD}, where ti ≤ ti+1 Di represents ith news item with a time stamp of ti. As-
sociated with each news item Di is an actor vector Ki of length ni, {K1

i , K2
i , . . . Kni

i }.
A word or a phrase appearing in the news corpus is considered an actor if it occurs repeat-
edly in a time period. This vector can be derived by using the theme extraction algorithms
proposed by Mei and Zhai [3]. These actors are subsets of salient themes across a topic.
Gl = (V l, El) denotes a news graph till time tl. Whenever there is no ambiguity we de-
note the graph simply by G. Each node represents a unique news item, i.e., |Vl| is same
as the number of news items collected till tl and vertex Vi represents news item Di. A
direction edge e(i,j) from node(news items) Vi to Vj implies that ti < tj and there is
overlap between the corresponding actor vectors, i.e., Ki ∩Kj �= φ We maintain the list
of actors associated with such an edge in Ki,j . Also let Ctl

tj
= ∪l

i=jKi represent the set
of all the actors discovered in the time window [tj , tl].



Towards Characterization of Actor Evolution and Interactions in News Corpora 425

Actor transformations
We now develop a framework for extracting information from news corpora:actor trans-
formations. We contend that the interaction between news stories can be modeled as one
of five fundamental transformations that one or more actors involved in those news sto-
ries undergo. These five transformations are create, merge, split, continue and cease.
We assume that Gl and other variables, as defined above are available to us. The def-
initions below then serve as a way of mining the transformations at news story Di.
We now formally define these transformations. Figure 2 shows a sample interaction
graph for US election 2004. The numbers inside the node establish a temporal order
(not continuous dates) and the annotation on the edge represents the common actors.

Fig. 2. Example of an Interaction Graph

We will require the following functions for this
formalization and the other measures we define
in later sections:

Membership Testing Function: The declara-
tion of this function is BOOL IsMember(List,
A). The function returns TRUE if A ∈ List else
it returns FALSE.
Set Intersection Function: The declaration of
this function is List SetIntersect (List1, List2).
This function returns a list of actors common in
both List1 and List2.
Set Union Function: The declaration of this
function is List SetUnion(List1, List2). This
function returns a list of actors present in either
List1 or List2.
Merge Actors A and B are marked as merged at
Di if the following conditions hold:
Condition 1- A and B are present in Ki.
Test: IsMember(Ki,A) = T ∧ IsMember(Ki ,B) = T.
Condition 2- Both A and B never co-occur in an edge to this news story Di.
Test: � j < (i) IsMember(Kj,i,A) = T ∧ IsMember(Kj,i ,B) =T
In figure 2 actors in node 1(Bush) and 3 (Kerry) merge at node 4.
Split Actors A and B are marked as split at Di if:
Condition 1- A and B co-occur at ti
Test: (IsMember(Ki,A) = T ∧ IsMember(Ki ,B) =T)
Condition 2- There is a news story Dk such that there is an edge from Story Di to Dk

and only actor B is present in the Story Dk.
Test: ∃ k > i IsMember(Ki,k , A) = F ∧ IsMember(Ki,k , B) = T.
Condition 3- There is a news story Dj such that there is an edge from Story Di to Dj

and only actor A is present in the Story Dj .
Test: ∃ j > i IsMember(Ki,j , A) = T ∧ IsMember(Ki,j , B) = F.

Condition 4- There is no news news story Dj such that there is an edge from Story
Di to Dj and both actor A and B are present in the Story Dj .
Test: � j > i IsMember(Ki,j , A) = T ∧ IsMember(Ki,j , B) = T.
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Please note that swapping A and B in the above conditions also constitutes a valid split.
An example of split can be seen at node 4 because the co-occurring actors now occur
individually at node 5 and node 6.
Create An actor A is marked as created at Di if:
Condition 1 A is present in Ki

Test: IsMember(Ki,A) = T
Condition 2 There is no news story Dj such that there is an edge from Dj to Di and A
is present in Kj

Test: � j < (i) IsMember(Kj,i,A) = T
Indo-Americans and Polls was created at node 6 and node 7 respectively.
Continue An actor A is marked as continued at Di if:
Condition 1 A is present in Ki

Test: IsMember(Ki,A) = T
Condition 2 There is a news story Dj such that A is present in Kj and there is an edge
from Dj to Di

Test: ∃ j < (i) ,IsMember(Kj,i,A) = T
Polls continued at (7,8) whereas Bush was present at (1,4,6,7,8,10,11,12,13).
Cease An actor A is marked as ceased at Di if:
Condition 1 A is present in in Ki

Test: IsMember(Ki,A) = T
Condition 2 There is no news story Dj such that A is present in Kj and there is an edge
from Di to Dj

Test: � j > (i) ,IsMember(Ki,j ,A) = T
Indo-Americans and Polls ceased to exist after node 12 and node 8 respectively.

We would like to emphasize that each news story or an actor can be involved in mul-
tiple transformations.For example between node 11 and node 12 in Figure 2 Bush is
continuing as well as merging with Indo-Americans.

3 Ranking Transformations

The actor transformations described in the previous section can be used to gain insights
into the data and extract useful information about the structure, evolution, key events,
and storylines of a topic. However, in a typical large news corpus, we expect to discover
a number of key transformations. To extract useful information, the user would have to
iterate through all the transformations and find the important ones. This iterative process
will soon become cumbersome and error prone. Therefore, one major challenge is to
rank the discovered transformations.

In this section we, first, define a set of metrics to quantify the importance of an actor
and co-occurrences of two or more actors. These metrics are then used to rank the trans-
formations. Recall that List

[t1,t2]
A denotes list of all the news stories in the time interval

[t1, t2] containing actor A and N [t1,t2] represents total stories in the interval [t1, t2].

Strength: Strength of A during time interval [t1, t2] is: Strength
[t1,t2]
A = |List

[t1,t2]
A |

N [t1,t2]

This metric captures the fraction of news stories in which an actor appears during a
given time interval. Strength

[t1,t2]
A = 1 implies that all the news stories contain A
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and therefore A is regarded as a very important actor in the specified time period. This
metric is used to rank individual actors. The definition can be extended to calculate the

collective strength of a set of L actors as: Strength
[t1,t2])
(A1,A2...AL) =

|∩L
i=1List

[t1,t2]
Ai

|
N [t1,t2]

Coupling: Coupling between A and B during time interval [t1, t2] is given by:

Coupling
[t1,t2]
(A,B) = |List

[t1,t2]
A ∩List

[t1,t2]
B |

|List
[t1,t2]
A ∪List

[t1,t2]
B |

This metric measures co-occurrence of A and B in the given time period, i.e, how
many news stories contain both A and B. Coupling

[t1,t2]
(A,B) = 1 implies that all the news

stories in the given time period which contain A (B) also contains B (A) which implies
a high and therefore an important coupling.

Next, we discuss how these metrics are used to rank the transformation. In this dis-
cussion we will be using P to denote a retrospective window i.e. P is the number of
previous time steps (news stories) that are taken into account. Similarly, F denotes a
future window i.e. F is the number of subsequent time steps (news stories) that are
taken into account. The reader is encouraged to read our technical report [2] for the
motivation behind the measures.
Importance of Split Transformation: A split transformation between A and B at time
t is considered important if i) Strength

[t−P,t]
(A,B) is high and ii) Coupling

[t,t+F ]
(A,B) is low.

Using these two conditions, score of a split is given as: e
Strength

[t−P,t]
(A,B)

e
Coupling

[t,t+F ]
(A,B)

Importance of Merge Transformation: A merge transformation between A and B at
time t is considered important if i) Strength

[t−P,t]
A and Strength

[t−P,t]
B is high and ii)

Coupling
[t−P,t]
(A,B) is low. Using these two conditions, the score of a merge is given as:

eStrength
[t−P,t]
B ×eStrength

[t−P,t]
A

e
Coupling

[t−P,t]
(A,B)

Importance of Continue Transformation: : Continuation of concept vector Ki,j from

story Di to Dj is important if Strength
[t−H,t+F ]
Ki,j

is high. The score simply is collective
strength of Ki,j in [t − H, t + F ].

Importance of Create Transformation: Creation of A at time t is considered important
if Strength

[t,t+F ]
A is high. F denotes the number of future time steps (news stories)

which should be considered to ascertain the quality of create transformation. The score
is simply its strength in [t, t + F ].

Importance of Cease Transformation: Cessation of A at time t is considered impor-
tant if Strength

[t−P,t]
A is high. The score is simply the strength in [t − P, t].

4 Experimental Results

Due to lack of space we provide detailed experiments only on FIFA World Cup, 2006
and US Presidential Elections, 2004. In our technical report [2], we have discussed
experiments on other datasets and more interesting inferences.
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FIFA World Cup, 2006: The first dataset FIFA World Cup 2006, consists of 459
news stories published between 02/06/2006 and 15/07/2006 by www.rediff.com.The
main actors of the topic are the teams and some of the well reported players. We
mined the transformations from the complete FIFA dataset. Next, we assigned scores

Table 1. Top ranked Merges in FIFA

Germany v/s Portugal Italy v/s France
Portugal v/s England Germany v/s Portugal

Italy v/s France France v/s Portugal
Italy v/s Germany Italy v/s Germany

Argentina v/s Germany Brazil v/s France
Brazil v/s France England v/s Portugal

France v/s Portugal Argentina v/s Germany
England v/s Ecuador Italy v/s Ukraine
England v/s Sweden Spain v/s France
Sweden v/s Germany Brazil v/s Ghana

Spain v/s France Italy v/s Australia
Brazil v/s Ghana Germany v/s Sweden
Italy v/s Australia England v/s Sweden
Italy v/s Ukraine Germany v/s Ecuador

to the transformations and picked the top 14
merges. The stories associated with these 14
transformations are shown in Table 1. The first
column shows the stories according to their rank
(in decreasing order) and the second column
shows the same transformation arranged by time
(decreasing). As evident from the list all the
major stories received high score. These results
strengthen our belief that the ranking procedure
is indeed useful and that the user can be pro-
vided top stories based on score. The user can
then explore any of these stories in more detail.
Similarly, the top two creations discovered are:
Zidane’s Head Butt and Fan Clashes.

US Elections 2004: This dataset consists of 389 news stories published between
02/02/04 and 15/11/04 by nytimes.com. The key actors of the topic are Bush, Kerry
and important election issues like abortion and social security. We again mined the top
transformations from the corpus and ranked them using our measures. Table 2 shows the
abstract of new stories where top 8 creations occurred in this corpus. The actual actors
are also noted in the table. The size of future window F is taken as 8 days. We can see
that the top creations actually correspond to the major stories and events inside the topic.

5 Related Work

Table 2. Synopsis of the top ranked creations in US Election
2004 corpus

Date Story and Creation of Actor

30/08 Republican Convention kicks off (convention)
13/04 Iraq issue starts coming up (Iraq)
06/07 Kerry chooses Edwards as running mate (Edwards, running mate)
14/05 Issue of same-sex marriage (same-sex marriage)
28/07 Issue of economy during democratic convention (economy)
28/07 Issue of global terrorism at democratic convention (terror )
01/08 Republicans challenge Kerry’s Vietnam records (Vietnam)
13/05 Ralph Nader wins endorsement of Reforms Party (Nader)

Topic detection and tracking
has been a popular research
topic in the areas of text min-
ing, information retrieval and
organization. Interested read-
ers are pointed to an excel-
lent survey in [1] The need
for having a temporal struc-
ture within a topic was iden-
tified by Nallapati et al. [5].
The authors proposed a di-
rected acyclic graph where each node represented an event and each edge represented a
dependency between the two nodes. Although we also work on directed acyclic graph,
the nodes in our graph are the individual news stores. Also, in their work, the focus was
on generating the graph. In this paper, we use properties of the graph to draw interesting
inferences about the topic.
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The problem of discovering evolutionary theme patterns from text was first identi-
fied by Mei and Zhai [3,4]. The authors defined notion of theme across a time period
and salient themes across the whole topic. The evolution of a theme was captured, how-
ever, the interaction between themes was not accounted for. The algorithms proposed
in [3] can be used for detection of the major actors of a topic. Mei and Zhai [4] also
demonstrated that a document can belong to multiple contexts. This is very similar to
our modeling of each news story as an interaction of major actors which belong to
that story. In their seminal work, Silver and Wang [6] enumerated the key transforma-
tions which a three dimensional scientific feature can undergo. Recently Spiliopoulou
et al. [7] presented similar transformations to capture and monitor evolving clusters.
Both these algorithm defined a customized overlap (intersect) function to derive the
relationships. Our algorithms use set intersection algorithm.

6 Conclusions

In this article we presented definitions and algorithms for discovering the key trans-
formations which actors in a news corpus can undergo. The intuition behind our ap-
proach is that each news story encompasses multiple themes/actors. Each individual
actor evolves over time and simultaneously interacts with other actors. These interac-
tions point to interesting and important parts of a news corpus. To reduce the number of
transformation which the user has to evaluate, we outlined a scoring procedure to rank
the transformations. We empirically showed that the transformations with high score
typically point to the important stories in the corpus by discussing the results on two
large datasets.
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Abstract. In satisfying an information need by a Question Answering (QA) 
system, there are text understanding approaches which can enhance the 
performance of final answer extraction. Exploiting the FrameNet lexical 
resource in this process inspires analysis of the levels of semantic representation 
in the automated practice where the task of semantic class and role labeling 
takes place. In this paper, we analyze the impact of different levels of semantic 
parsing on answer extraction with respect to the individual sub-tasks of frame 
evocation and frame element assignment. 

Keywords: Shallow Semantic Parsing, FrameNet, Question Answering. 

1   Introduction 

The main advantage of the exploitation of semantic information in the process of QA 
is realized by the semantic classes and roles added to the texts. These develop more 
comprehensive understanding of the texts by the automated system and lead to a more 
meaning-aware QA process. The task of shallow semantic parsing to add such 
information to texts mainly consists of two phases: i) sense disambiguation of the 
predicative target word to identify the semantic class, and ii) role assignment to the 
arguments of the predicate with regard to its specific sense [1]. In the context of 
FrameNet, which is a lexical resource for English [2] relying on Frame Semantics [3] 
[4], the class is the specific semantic frame which is evoked in the true sense of the 
context of the sentence [5], while the arguments are the different participant roles 
known as frame elements (FEs). An example of the process is shown in Figure 1. 

The task of semantic class and role labeling in shallow semantic parsers has not 
been studied in the context of question answering by many researchers. Narayanan 
and Harabagiu first introduced the importance of the task in question answering when 
articulated in Coordinated Probabilistic Relational Models (CPRMs) [6]. Similar 
methods of answer extraction have been implemented in [7], [8], and [9]. Kaisser 
proposes the use of semantic frames to overcome the paraphrasing phenomenon by 
question reformulations [10]. One of the most recent efforts in this context is the work 
by Shen and Lapata [11] which formulates the usage of semantic role labeling via 
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bipartite graph optimization and matching for answer extraction using the FrameNet 
frames and FEs. They have not, however, studied the impact of different levels of 
semantic class identification and semantic role labeling on QA individually. 

Michele fired  him  from contacting peer companies. 

Firing 

employer employee task 

 

Fig. 1. Shallow semantic analysis of an example sentence evoking the frame “Firing” 

In this paper, we investigate the significance of the individual tasks of semantic 
class and role labeling and their benefits for the problem of answer extraction in a 
baseline QA system at different levels of parsing. Before empirical studies, it is not 
obvious that with higher levels of annotation the QA performance will always 
increase as there are barriers such as frame redundancy in exhaustively annotated 
texts which may interfere with the practical task of correct answer identification. 

2   Configuration of Experiments 

We have developed an experimental configuration to measure the importance of each 
sub-task of shallow semantic parsing with respect to the FrameNet frames and FEs in 
the task of answer extraction in a QA system. To this end, we have i) implemented a 
baseline QA system without any frame semantics involved, ii) used a baseline shallow 
semantic parser to add the FrameNet elements to texts, and iii) defined a few levels of 
semantic representation that can be realized in the sense of how perfectly a semantic 
parser can identify the semantic classes and assign corresponding semantic roles. 

2.1   Experimental QA System 

The pipelined architecture of the implemented QA system is depicted in Figure 2. We 
perform the question classification task using our shallow rule-base containing about 
130 rules to categorize the focus of the questions into different classes described in 
[12]. Then, passages are retrieved from the TREC-reported documents per target 
using a modified version of the MultiText passage retrieval algorithm [13, 14]. 

The answer extraction module uses two answer extraction models: i) the Entity-
based model (ENB), and ii) the Frame semantic-based model (FSB). The ENB model 
extracts the Named Entities (NEs) from the related passages, filters them with respect 
to the answer type, and finally ranks them according to the score of the answer-
bearing passages. The NE tagger used in this model is LingPipe1 which is capable of 
identifying locations, persons, and organizations. We have implemented a pattern-
based date and time tagger to identify temporal references in this model as well as a 
short list of definitional adjectives. 

                                                           
1 LingPipe: http://alias-i.com/lingpipe/ 
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Fig. 2. The pipelined architecture of the baseline QA system 

In the second model – FSB – both the question and potential answer bearing 
passages are annotated against the FrameNet frames and FEs. Having the vacant FE 
identified in the question, the process of answer extraction includes frame and FE 
alignment to instantiate the vacant FE in the question. Figure 3 shows an example 
answer extraction process in FSB. The baseline QA method, however, only uses ENB 
which is to be further elaborated by the FSB model in our study. 

 
Fig. 3. Answer extraction via frame and frame element alignment in the FSB model 

The baseline shallow semantic parser used to automatically assign frames and FEs 
to the text is the Shalmaneser parser [1]. Shalmaneser is a loosely coupled tool chain 
which can benefit from different tools at each processing step. Table 1 shows the 
setting used in our experiments. 

Table 1. Shalmaneser settings at each processing step 

Processing step System Version 
POS-tagging TNT 2 
Lemmatization TreeTagger – 
Syntactic parsing Collins’ Parser 1.0 
Machine learning Mallet mallet 0.4 

2.2   Levels of Semantic Parsing 

With respect to the outputs of Shalmaneser, four levels of shallow semantic parsing 
have been defined as depicted in Figure 4. In L1 and L2, the frames are those evoked 
 

When was the comet discovered? 

The comet, one of the brightest comets 
this century, was first spotted by Hale 
and Bopp, both astronomers in the 
United States, on July 23, 1995.

BECOMING_AWARE (TIME): When was BECOMING_AWARE 

(PHENOMENON): the comet discovered? 

BECOMING_AWARE (PHENOMENON): The comet, one of the 
brightest comets this century, was first spotted 
BECOMING_AWARE (COGNIZER): by Hale and Bopp, both 
astronomers in the United States, BECOMING_AWARE 

(TIME): on July 23, 1995.

Semantic 
Parsing 

on July 23, 1995: Time 
 the comet: Theme 

by Hale and Bopp: Cognizer 

                          Becoming_aware 

Time: When 
Theme: the comet 
Cognizer: N/A 

Frame Alignment 

Information 
retrieval

Answer extraction and 
rankinganswer

question 
Question analysis and 
query formulation query keywords & 

expected answer type ranked 
passages 
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by Shalmaneser manually augmented in L2 with respect to the FE assignments. In L3, 
there are other frames manually evoked with their complete FE assignations. All 
miss-classifications of the word senses into wrong frames are rectified along with a 
complete FE assignment in L4. There is also a possibility of drawing the levels of 
semantic representation with respect to the parts-of-speech of the frame-evoking 
predicates. We conduct some experiments considering only verbal predicates as well. 

 
Fig. 4. Levels of shallow semantic parsing considering the baseline parser 

The manual annotation task, after automated parsing by Shalmaneser, has been 
performed on the subset of the TREC 2004 factoid questions (143 questions and their 
top 10 passages) using SALTO (the SALSA annotation tool) [15]. The accuracy of 
the semantic parsing task at the different levels of annotation is shown in Table 2. The 
manual annotation has been performed using the FrameNet version 1.3 on the outputs 
of Shalmaneser trained on FrameNet 1.2. In this sense, the italicized numbers in Table 
2 show the accuracies with respect to the FrameNet dataset 1.3 at the human level 
annotation and the regular measures are those relative to FrameNet 1.2. 

Table 2. Average accuracy of semantic labeling task 

Top 10 passages Question Semantic parsing level 
Frame FE Frame FE 

Shalmaneser 41.765% 
38.003% 

17.000% 
15.665% 

59.207% 
57.109% 

60.256% 
58.158% 

FE aug. on verb frames 17.480% 
15.924% 

21.966% 
20.226% 

36.713% 
34.615% 

38.488% 
36.390% 

FE aug. on all Shalmaneser frames 41.765% 
38.003% 

43.539% 
40.042% 

59.207% 
57.109% 

60.256% 
58.158% 

Human level aug. 100% 
100% 

100% 
100% 

100% 
100% 

100% 
100% 

Equation 1 shows the formula for measuring the accuracies over the item (frame 
and FE) assignment at each level where ncai is the number of items correctly assigned 
and N is the total number of items assigned at the human level annotation. 

100*
N

n
Acc cai

item =                                                        (1) 

The inter-annotator agreement over the frame and FE assignment tasks has also 
been measured. The overall agreement (for two annotators) on the frame assignment 
task is 0.684 (using the Kappa statistics) while in the FE assignment task the 
agreement ratio drops to ~23% by exact matches. We will make the automatically 
 

Shalmaneser evoked frames and FEs, no augmentation

Shalmaneser-evoked frames, FE-oriented augmented

Frame and FE-oriented augmentation

Frame and FE-oriented augmentation (human level)

manual 
 augmentation 

automated 
   reduction 

L1 

L2 

L3 

L4 
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annotated data and their manually augmented version available in the near future. 
More details of the annotation task and the different method of measuring the inter-
annotator agreement on frames and FEs can be found in  [16]. 

3   Experiments 

The different levels of semantic parsing and their contributions to the task of QA are 
experimented in this section. 

3.1   Data 

A subset of 143 TREC 2004 factoid questions for which the passage retrieval system 
retrieves the correct answers in the top 10 passages is considered as the experimental 
dataset; however, only 75 questions are regarded in the evaluations. The rest are not 
considered as, according to our error analysis after gold standard annotation, they 
come with the difficulties like answers being in non-predicate-argument structures, no 
frame evoking questions, and different answer and question frames. The answer 
resource is the AQUAINT collection2. 

3.2   Results and Discussion 

The individual performance of each answer extraction model is shown along with the 
overall MRR of the system at each level in Table 3. The merging strategy to fuse the 
results of the two answer extraction models is based on the scores of the answers 
retrieved by each model. A single answer with the highest score from either model is 
reported. The answers in both models are scored based on their passage scores. 

There are a few observations that can be made from the results in Table 3. First, the 
ENB performance has a decreasing trend as a result of FSB performing increasingly 
at higher levels of annotation. There are overlaps between the results of the two 
answer extraction models and since the answers from the FSB model obtain higher 
scores the FSB model dominates and the performance of ENB decreases. Second, the 
overall MRR of the system, being the sum of the MRRs of the models, after using 
Shalmaneser pure outputs is lower than that of the baseline system. This seems to be 
mainly due to the poor coverage of the semantic classes and roles and wrong answers 
obtained by the FSB model which damage the overall performance of the system. 
However, once the manual augmentation of the FEs is accomplished, an improvement 
in the performance of the answer extraction task from 0.400 to 0.440 is achieved. In 
addition, the performance of the FSB model rises from 0.000 to 0.227 showing how 
the FSB model can perform on more sophisticatedly annotated texts. 

There is also a rise from 0.400 to 0.413 when filtering the frames to verb frames 
which are manually augmented with complete semantic roles. This supports the 
importance of semantic roles in QA even when other parts-of-speech predicates are 
not considered as frame-evoking target words. The fact that there is some 
improvement in the FSB and overall MRRs from the verb frames to all Shalmaneser 
frames augmented is indicative of the fact that other parts-of-speech predicates play 
an important role in QA as well. Having all frame evoking predicates in the texts 

                                                           
2 http://www.ldc.upenn.edu/Catalog/docs/LDC2002T31/ 
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annotated the FSB model performs higher again and the overall MRR reaches its 
highest measure, 0.507 for FrameNet version 1.2. The coverage shows its impact 
where this value rises to 0.520 with FrameNet 1.3. 

Table 3. Results of the different QA runs on 75 questions – strict3 evaluation 

QA level MRR 
 ENB FSB Total 

Baseline (BL) 0.400 N/A 0.400 
BL and Shalmaneser  0.347 0.000 0.347 
BL and Shalmaneser – verb frames FE-augmented 0.253 0.160 0.413 
BL and Shalmaneser – all frames FE-augmented 0.213 0.227 0.440 
BL and Shalmaneser – human level augmentation – FN1.2 0.120 0.387 0.507 
BL and Shalmaneser – human level augmentation – FN1.3 0.107 0.413 0.520 

The failure for FSB in the cases where Shalmaneser pure outputs are used is due to 
three main reasons: i) semantic class assignment is incorrect with respect to the 
predicate sense, ii) semantic role assignment is partially or completely incorrect, 
despite the correct semantic class assignment, and iii) frame redundancy interferes 
where there is more than one single frame matching with that of the question. 

 

Fig. 5. Pure Shalmaneser output visualized in SALTO 

 

Fig. 6. Manually augmented Shalmaneser output visualized in SALTO 

                                                           
3 The strict evaluation inherits from the TREC terminology. Lenient answers have the same 

trend and skipped due to space limitation. 
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When the semantic class assignment goes wrong, there is no chance for the system 
to identify the matching frame for alignment. Figure 5 and Figure 6 illustrate the 
problem with the task of semantic role assignment. In Figure 5 the pure output of 
Shalmaneser is shown with the main predicate “treat” evoking the correct frame 
“Cure” and incomplete FE assignment. The vacant FE “Treatment” in the question 
“How are they treated?” is not instantiated with the value of its corresponding FE in 
the answer-containing sentence annotated by Shalmaneser. However, this is alleviated 
after the manual augmentation of the output in Figure 6. 

The third reason is a general barrier which interferes in all levels of semantic 
annotation. This is worse in the case of complete annotations with more frames. We 
are trying to overcome this problem with other strategies of answer candidate scoring. 

4   Concluding Remarks 

We have shown how the different levels of shallow semantic parsing can impact the 
performance of a QA system. In conjunction with the ENB model (the baseline 
model) the FSB model that extracts answers from annotated texts brings some 
improvement. The ratio of such improvement is proportional to the level of the 
shallow semantic parsing of the questions and their answer-bearing passages. 

Our experimental results show that not only can a FSB model contribute to the 
answer extraction task, but also the two subtasks of semantic class and semantic role 
(frames and FEs) assignment may have different impacts on the same goal. 

Our best-performing hybrid QA system was able to answer ~26% of the questions 
not answered by the best performing system in TREC 2004 in the strict method 
(~28% lenient) all of which correctly answered by FSB. This proves how effective the 
FSB model can be at the highest level of semantic parsing using a more sophisticated 
baseline QA system. However, it is still a direction of future study on how to best fuse 
the FSB model with any existing answer extraction model the way that the overall 
performance can reach to a maximal measure. 

It is the goal of our future work to more effectively attack and overcome the 
problem of shallow semantic parsing. The subtask of semantic role assignment, in 
fact, is the more valuable part which requires further elaboration according to our 
experimental results. There are two reasons for this: i) the current state-of-the-art 
semantic parsers perform relatively higher in semantic class identification rather than 
semantic role assignment, and ii) slightly less improvement over the QA MRR  has 
been achieved after frame-oriented augmentation of the baseline semantic parser’s 
outputs. The second point can be observed from Table 3. Since the improvement 
achieved with frame-oriented augmentation is due to a complete FE assignment, in 
the presence of noises in the FE assignment of these frames, the improvement would 
have been lower which offers more emphasis on the task of semantic role labeling. 
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Abstract. When the objective of an information retrieval task is to
return a nugget rather than a document, query terms that exist in a
document will often not be used in the most relevant information nugget
in the document. In this paper, a new method of query expansion is
proposed based on the Wikipedia link structure surrounding the most
relevant articles selected automatically. Evaluated with the Nuggeteer
automatic scoring software, an increase in the F-scores is found from the
TREC Complex Interactive Question Answering task when integrating
this expansion into an already high-performing baseline system.

1 Introduction

With the Complex Interactive Question Answering (CiQA) task introduced at
TREC in 2006[1], the focus of evaluation is shifted from documents and facts to
more elaborate nuggets. However, due to the concepts being sought having mul-
tiple terms to describe them, it becomes difficult to determine which sentences in
the AQUAINT corpora of news articles contain the query terms being sought as
they may be represented in the parent document by a variety of different phrases
still making reference to the query term. For example, if the term ”John Mc-
Cain” was being sought, the phrase might appear in a document; however, the
sentence which has the vital piece of information may simply contain ”Senator
McCain”: an imperfect match.

In CiQA, templates are used with several bracketed items we call ”facets” which
are the basis for the information being sought. We can see from an example CiQA
topic and answer key in Figure 1. A system must return text as a response which is
then mapped to answer nuggets for scoring. Responses that correspond to ’vital’
nuggets contribute to the score, ’okay’ nuggets do not harm the score, and unas-
signed nuggets penalize the system for verbosity as a surrogate for precision[1].

Traditional query expansion of facets would introduce new terms which are
related but do not necessarily mean the same as the original facet. This does not
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Qid 27: What evidence is there for transport of [drugs] from [Mexico] to [the U.S.]?

Topic Number Value Nugget

27 1 vital Mexico, Switzerland to cooperate on Salinas - Swiss seized over
$114 million in bank accounts opened by Salinas

27 2 okay Anti-drug police in Mexico confiscate 3.5 tons of marijuana
27 3 vital Mexican heroin trafficking emerges - Mexican authorities dis-

cover a new organization smuggling heroin into the US
27 4 okay Mexican navy seized 20 tons of cocaine off ships traveling Mex-

ico’s coast using technology and info supplied by American law
enforcement

27 5 okay Despite the often spectacular seizures and arrests, the bilateral
structures to fight drugs put into effect by U.S. and Mexican
governments... have been incapable of reducing the intensity of
drug trafficking

Fig. 1. Templated query and answer key for a CiQA topic

always help the problem of query terms appearing in relevant documents but
not within relevant sentences of the documents; it only introduces related terms
which cannot be considered synonymous with the facet being retrieved.

Many of the CiQA facets are proper nouns and most thesauri, such as Word-
Net, do not contain entries for these. Thus, a new manner of finding synonyms
must be found. In recent years, several new approaches have been proposed to
use Wikipedia as a source of lexical information as it can be downloaded in
its entirety and contains relatively high quality articles[2]. Wikipedia has previ-
ously been used in a lexical capacity to disambiguate named entities[3], explicitly
compute semantic relatedness[4,5] and for word sense disambiguation[6].

As pointed out in previous work about creating an explicit semantic analysis
engine based on Wikipedia[4], the anchor text which points to a Wikipedia article
contains high quality terms which can be taken as synonyms for the articles which
they link to.For example, thearticle ”UnitedStates”will have frequentanchor texts
such as ”U.S.”, ”America”, ”American”, ”United States of America”, or ”USA”.

While drawing potentially hundreds of articles becomes useful for semantic
analysis, to find expansion terms we must first map facets to a small set of
Wikipedia articles from which we can draw anchor texts to ascertain synonyms
for the article title. Fortunately, by analyzing the whole Wikipedia corpus we
can see the frequency of anchor text that links to articles.

We propose an algorithm to automatically select articles which best describe
the facets of a CiQA topic in order to extract high quality phrases for expansion.

2 Wikipedia Article Selection for Facets

2.1 Automatic Article Selection Algorithm

We have devised a method of using the anchor text within Wikipedia links in order
to resolve a small set of concepts which are represented in a candidate sentence.
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Every article in Wikipedia represents a concept and all links from other ar-
ticles to that article will have an anchor text associated with the link. We also
know that there are Wikipedia guidelines for what the anchor text should be for
a link, and that we can assume that, provided editors are following the rules, the
anchor text of the link will be of high quality. As we can see from this excerpt
from the Wikipedia manual of style1:

”It is possible to link words that are not exactly the same as the linked
article title, for example, [[English language—English]]. However, make
sure that it is still clear what the link refers to without having to follow
the link.” -Wikipedia Manual of Style

The anchor texts which point to the article will contain other terms for the
same concept which are necessary to get a better understanding of phrases that
are used to describe the concept in the text. As we can see in Table 1, there are
several different articles to the ’radio waves’ anchor text of varying frequency.

Table 1. Frequency of links to articles that have ”radio waves” as anchor text

Article Name Anchor Text Frequency

radio waves 72
radio frequency 10
Electromagnetic radiation 3
radio 2
Radio Waves (album) 1

We define the algorithm to turn a facet into a list of concepts as follows:

1. Set window length to n.
2. For each possible position of window, check all anchor text in Wikipedia to see

if the phrase or term is recognized. If it is, record the matching string and drop
the words covered in the window from future consideration. See Fig 2.

3. Decrease the length of the window by one (n = n − 1). If the window length
is 1, do not look up stopwords in term dictionary, simply ignore. Go to step
2 if window length is greater than 0.

4. For terms extracted from the query, look at the frequency of that term when
linking to different articles. If an article has a majority of the links with
that term as anchor text pointing to it, resolve that article to be the most
relevant article for that multi-word unit. If no article has more than half the
links with that anchor text pointing to it, drop the multi-word unit from
consideration, as the term is ambiguous. However, if the frequency of anchor
text linking to that article is less than 2, it is ignored.

5. If there are multiple articles resolved for the query, select whichever article
has the highest number of incoming links from all other Wikipedia articles
to be the most relevant Wikipedia article for the given facet.See Fig 3.

1 http://en.wikipedia.org/wiki/Wikipedia:Manual of Style %28links%29

http://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style_%28links%29
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Fig. 2. When a window recognizes a multi-word unit from the nugget, it saves it and
drops the text from future consideration

Fig. 3. Multi-Word Units are resolved to whichever article has the most links with that
anchor text

In our experiments, we initially set n = 5.
By running this algorithm on the CiQA 2006 and CiQA 2007 test topics, we

get sets of articles for every facet in each topic. To compare these automati-
cally retrieved articles with the consensus articles of 12 human assessors, we use
Fleiss’ Kappa. Looking at this agreement, we find there to be a 0.6206 agreement
between the human consensus articles and the automatically retrieved articles
for the CiQA 2006 topics, and an agreement of 0.6764 for the CiQA 2007 topics.
Both of these coefficients would be considered ”substantial agreement” using the
informal interpretation given by Landis and Koch[7].

We see a greater degree of agreement among the CiQA 2007 data, possi-
bly on account of the more time-relevant data in the AQUAINT-2 corpus for
Wikipedia. AQUAINT has articles from 1998 to 2000; before Wikipedia was
launched. AQUAINT-2 has articles from when Wikipedia was considerably more
popular, meaning the coverage of named entities from the news articles is likely
more complete.

2.2 Baseline System

We base our system on the one which yielded the highest F-scores for initial
automatic runs[8] at the CiQA 2006 task at TREC. To gain an initial set of
documents, the system parses out the initial topic to get the 2 or 3 facets from
the test topics, performs a BM25 retrieval2 using the facet words as query terms,
and returns the top 50 documents from the AQUAINT newswire corpus.

Once a list of documents has been retrieved, every document is split into can-
didate sentences. Preserving the rankings provided to us by BM25, we keep the
sentences in order in which their parent document occurred in the top 50 rank-
ing. Afterwards, a score of 0,1,2, or 3 to a sentence depending on the number of
facets which are represented in a candidate sentence. Each topic will have 2 or 3
facets containing a number of terms within them. For each facet, let us consider
Γ = γ1...γn to be the set of non-stopword terms for a facet in a CiQA topic.

2 Using default parameters k=1.2, b=0.75.
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A score is assigned to a candidate sentence S, by iterating through all the γi

in Γ , and determining if any of the non-stopword stems of the terms exist in the
sentence. If at least one exists, a nugget is said to be represented in the facet.
More formally:

score(S, Γ ) =
{

1 if at least one of γi ∈ Γ exist in S
0 otherwise (1)

We get the total score for S by taking the sum of the score(S, Γ ) for each
facet in the topic.

A sort is then performed on the list of sentences, but it is of great importance
that the sort preserve the original ordering of the sentences with the same score.
This allows for sentences which come from a document with a higher BM25 score
to be ranked higher, given that they are likely more relevant to the test topic.
The top n = 30 ranked sentences for each topic are output by the system.

3 Experiments

The only accurate way to judge a binary (”vital” or ”okay”) F-score for a CiQA
run is to have human assessors assign system responses to answer key nuggets.
However, this poses a problem for experimentation since the turnaround time for
an assessment. For all experiments, the Nuggeteer system is used for determining
the F-scores of the system responses as it has shown itself to have a highest
correlation with human scores of all the automatic evaluation systems[9].

3.1 CiQA Runs

In order to test the ability of anchor text to improve ciQA retrieval, we must
first introduce a method of using the articles we have selected for each facet to
be integrated into the base CiQA system described earlier.

If, for a given facet Γ , we have corresponding Wikipedia articles which have
anchor text linking to them, the set of anchor text phrases for that facet will be
A = α1α2...αn, each αi being an anchor text which links to one of the Wikipedia
articles resolved for the facet, with a frequency across the Wikipedia corpus
greater than 1. Ensuring that at least 2 articles link to the facet-corresponding
one with the same anchor text will prevent potentially vandalized articles from
introducing noise into the set of synonyms for the facet, A.

In the ideal situation, only one Wikipedia article is resolved for a facet, with
not terms leftover from the facet. In this case, each αi represents a high-quality
phrase which multiple editors on Wikipedia have agreed is a reasonable referent
for the concept being described in the linked article. Thus, we can use is it as
a substitute for the facet being sought. However, we find that only 45 of the 72
facets, or 62.5%, of the CiQA 2006 facets fit this optimal case.

We modify the baseline system described earlier to incorporate the informa-
tion from a facet’s A set of anchor text in addition to the set of terms in the facet,
Γ . A higher score is given to a candidate sentence, S, if it contains an anchor
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text term from A in it as opposed to simply a term from the facet. More formally:

score(S, Γ, A) =

⎧
⎨

⎩

1.2 if at least one of αi ∈ A exist in S
1 if at least one of γi ∈ Γ exist in S, and no αi ∈ A exist in S
0 otherwise

(2)

The score of 1.2 is rather arbitrary. It just needed to be higher than 1, but
low enough such that 2 matches from A would not be ranked higher than 3 from
Γ . Experiments were conducted with various weighting techniques, but none
garnered a significant change in scores.

Afterwards, sentences are sorted according to score as before. The only dif-
ference from the baseline system is the integration of the A terms from the an-
chor text. The remaining issue is what method is used to select the articles from
Wikipedia for the given facet, for which we described an automatic method earlier.

To test this, we compare the baseline system F-score against the Wikipedia-
enhanced system. The results of these runs can be seen in Table 2.

Table 2. F-Scores for CiQA runs using Nuggeteer

Run F-score Percent Improvement

2006 Baseline 0.3356 n/a
2007 Baseline 0.3388 n/a

2006 Wiki 0.3718 10.8%
2007 Wiki 0.3663 8.1%

From the table we can see a modest improvement in F-scores using the pro-
posed Wikipedia method.

Looking at the individual results of the 30 2006 topics, we find that the auto-
matic article selection improves F-scores in 8 of the topics, leaves 20 static (less
than 2% change), and decreases 2.

Looking at the 2007 topics more closely, we see the most improved topics being
”What evidence is there for transport of [automobiles] from [China] to [Russia]?”
and ”What effect does [glucosamine] have on [arthritis]?”. The ”automobiles”
facet being expanded to include the term ”car” being the probable cause for the
former, and the expansion of ”glucosamine” to include other marketed names
for the drug for the later.

The most under-performing queries were ”What evidence is there for transport
of [illegal immigrants] from [Croatia] to [the European Union]?” and ”What effect
does [the Red Tide] have on [sea creatures]?”. ”The European Union” resolved to
the political entity, thus the country names in the vital nugget were not contained
within it. In this case, a ”PART-OF” relation would need to be established. For
example, ”Italy” would be referenced in a vital nugget, so a system would have to
recognize ”Italy” as a potential substitute for ”the European Union” since Italy
is part of the European Union political entity; something that could be plausible
by using category information. ”Sea Creatures” resolved to the ”Marine Biology”
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article, which was fairly general and caused query drift. This is on account of a
small number of links pointing to that article with that anchor text.

4 Conclusions and Future Work

We proposed an algorithmto automatically select a small set of relevantWikipedia
articles. This method was found to have a substantial amount of agreement with
the consensus of the human assessors.

Using Nuggeteer, we were able to show a modest improvement in F-scores for
CiQA topics which used the Wikipedia anchor text method of query expansion.

It is likely that a few well selected articles were enhancing the retrieval, which
we selected in both cases, while the poorly selected ones were noise that was not
affecting the retrieval.

This line of research introduces several new directions involving Wikipedia,
which has shown itself to be an up and coming source for lexical information. The
first being the resolution of articles from a query. We showed that many previous
approaches looked at the selection of a large array of articles for traditional latent
semantic analysis. However, our approach is close to ones involving WordNet,
in that a small set of lexical data is sought. When trying to resolve an article
for a given phrase, there are many interesting questions, such as disambiguation
of the potentially multiple articles with similar titles and whether a term is
significant enough to warrant resolving to an article. We hope to improve our
article resolution algorithm by incorporating a part-of-speech tagger and word
sense disambiguation tools to more accurately select articles.

Further work could also be done to fine-tune the procedure for extracting
synonyms for articles by looking at anchor text. The current method of only
taking anchor text which labels a link to an article with a frequency higher than
1 was mostly done because a lack of CiQA datasets meant that there could be no
effective training set. Once more sets become available, statistical models could
be found to give the most appropriate synonyms based on the distribution of
the anchor text.

In the future we hope to also begin looking at a connectionist model of
Wikipedia articles, treating every link in the corpus as a semantic link between
two concepts. Clearly, weights on the links would depend on the strength of
the semantic bond between two concepts. Using this method it may be possible
to retrieve a list of high-quality related terms which could also be used to aid
in nugget retrieval. More importantly, it could be used to find intersections of
related terms between two facets.
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Abstract. In this paper, we develop a novel cluster-sensitive graph model for 
query-oriented multi-document summarization. Upon it, an iterative algorithm, 
namely QoCsR, is built. As there is existence of natural clusters in the graph in 
the case that a document comprises a collection of sentences, we suggest 
distinguishing intra- and inter-document sentence relations in order to take into 
consideration the influence of cluster (i.e. document) global information on 
local sentence evaluation. In our model, five kinds of relations are involved 
among the three objects, i.e. document, sentence and query. Three of them are 
new and normally ignored in previous graph-based models. All these relations 
are then appropriately formulated in the QoCsR algorithm though in different 
ways. ROUGE evaluations shows that QoCsR can outperform the best DUC 
2005 participating systems.  

Keywords: Query-Oriented Summarization, Multi-document Summarization, 
Graph Model and Ranking Algorithm. 

1   Introduction 

Graph models have been drawn considerable attention from the document 
summarization community in the past few years [3, 4, 5, 6, 8, 9, 10, 12, 13, 14]. 
Normally, they model the documents as a graph constructed by taking the text unit 
such as the term [5, 6, 12, 14], or the sentence [3, 4, 8, 9] as the vertex and the 
similarity or the association between the text units as the edge. The importance of a 
vertex in a graph can then be estimated by graph-based ranking algorithms, which 
normally take into account global information recursively computed from the entire 
graph, rather than only rely on local information. Accordingly, the sentences in the 
documents are evaluated according to the computed vertex importance and the most 
salient ones are extracted into the summary. The most popular graph-based ranking 
algorithm applied in document summarization is Google’s PageRank [1]. It has also 
been extended to the topic-sensitive version [10, 13] to accommodate the new 
challenge of query-oriented summarization promoted by DUC evaluations [2], which 
aims to produce a summary from a set of relevant documents to a given topic 
expressed by a short description of user’s information need.  



 A Cluster-Sensitive Graph Model for Query-Oriented Multi-document Summarization 447 

When dealing with the task of query-oriented multi-document summarization, a 
graph model can actually characterize five different kinds of information and utilize 
them to build the corresponding ranking algorithm. They are the relevance of a 
sentence or a document to the query, the similarity between the sentences in the same 
or different documents and the similarity (or diversity) among the documents. Notice 
that there exist natural clusters in the graph reflecting the fact that a collection of 
sentences constitute a document. Therefore, there is a need to make a difference 
between the edges of inter-document and intra-document sentences. This thereby 
requires a ranking algorithm consider them discriminatingly. Also because of the 
existence of the clusters, when a sentence is ranked, the influence from the document 
which contains it could be integrated so that the ranking algorithm could be enhanced 
by imposing document global information to local sentence evaluation. Unfortunately, 
these considerations are ignored by almost all the previous graph-based ranking 
algorithms, which equally look on all the edges and the vertices. These considerations 
motivate us to study how to make full use of the information provided in a graph in 
the context of query-oriented multi-document summarization.  

The remainder of this paper is organized as follows. Section 2 introduces the 
proposed cluster-sensitive graph model and the corresponding iterative ranking 
algorithm. Section 3 then present experiments and evaluations. Finally, Section 4 
concludes the paper. 

2   Cluster-Sensitive Graph Model for Query-Oriented Multi-
document Summarization 

2.1   Model Description 

Three objects are involved in our query-oriented multi-document summarization 
graph model. They are document (d), sentence (s) and query (q). There exist five 
kinds of meaningful relations (r) among them, including s-d (inclusion), s-s 
(similarity), d-d (similarity), s-q (relevance) and d-q (relevance). All of them are 
concerned in the model though in different ways.  

Similar to the previous work (e.g. Otterbacher et al in [10]), the document set 
D={ nddd ,...,, 21 } is represented as a simple weighted undirected graph G (called 

similarity graph) by taking sentences in D as vertices and adding edges to connect 
vertices if the sentences concerned are similar enough, i.e. the s-s similarity is used to 
measure the strength of the edge. Meanwhile, the s-q relevance is used to assess the 
importance of each individual sentence vertex. 

Different from the prior models, the other three relations, which have been ignored 
in the literature, are also implied in our model by introducing the concept of cluster. A 
cluster here is defined as a document containing a collection of sentences. It realizes 
the s-d inclusion relation and, most important, can further differentiate two different 
types of s-s edges, i.e. the one within the cluster (called intra-document s-s) and one 
spanning over two clusters (called inter- document s-s). Then, the d-q relevance and 
the d-d similarity can be represented by the edges from cluster to query or from 
cluster to cluster, as illustrated in Figure 1.  
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Fig. 1. Illustration of similarity graph 

Notice that they are not used directly to evaluate the vertices and the edges in the 
graph, but to adjust the weight or the strength of them. These have been motivated by 
the observed evidences that the sentence in a more relevant document should be 
ranked higher and two inter-document sentences are more close to each other if the 
two documents are more similar. The following figure illustrates the objects d, s and q 
together with the relations among them. 

2.2   Graph Modeling 

In our graph model, the document set D is represented as the similarity graph 

( )ϕφβα ,,,,,,, DS EEDSG = , where S and D are sentence and document vertex sets, 
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and ∗
+ℜ→D:β are functions labeling sentence and document vertices, while 

∗
+ℜ→SE:φ  and ∗

+ℜ→DE:ϕ  are functions labeling sentence and document edges. 
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A sentence edge is inserted to link a pair of sentences only when the cosine 
similarity between them exceeds a given threshold. The edges linking the sentences 
from the same document are referred to as the intra-document edges, while the edges 
linking the sentences from the different documents are referred to as the inter-
document edges. They are assigned different weights by the ranking algorithm 
introduced in Section 3.3 according to how similar the documents they reside in are. 

Similarly, the document vertex id  and edge )( , ji dd  functions are defined as the 

relevance of id  to q  and the normalized similarity between the two documents id  

and jd , i.e. 
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weighing functions for the sentence-level vertices and edges during sentence ranking. 

2.3   Graph-Based Ranking Algorithm 

Based on the above enhanced similarity graph, we develop a new iterative graph-
based sentence ranking algorithm extended from query-oriented PageRank proposed 
in [10], which however calculates the graph only in sentence-level but neglects the 
differentiation of the documents and the influence from them. In the remaining parts 
of this subsection, we will first introduce the query-sensitive ranking algorithm and 
then explain our cluster-sensitive extension. 

2.3.1   Query-Oriented Ranking (QoR) Algorithm 
Let ( )isR denote the rank of the sentence is , we have the following iterative ranking 

algorithm:  
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where )(sN  denotes the set of neighboring sentence vertices on s and d is the 

PageRank damping factor.  
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As we can see in QoR algorithm, the edges are processed without considering the 
information carried by the documents that the edges connect. Moreover, the 
importance of the sentences from different documents of different relevance with 
respect to the query is not differentiated. It will be shown in Section 3 later that these 
useful aspects can be effectively contributed to the improved performance. 

2.3.2   Query-Oriented Cluster-Sensitive Ranking (QoCsR) Algorithm 
The idea of this novel algorithm is inspired by the work in [11], where a weighted 
inter-cluster edge ranking (WICER) was proposed for clustered graphs. The major 
contributions of this work are to weight edges based on whether it is an inter-cluster 
or intra-cluster edges and to weight the vertex based on the number of clusters it 
connects in the case of a graph containing natural clusters. But, WICER is query-
independent. We borrow the spirit of it and integrate it into our model so that both the 
query and the document (i.e. the cluster of sentences) perspectives can be involved in 
sentence ranking process. The new ranking algorithm is defined as follows: 
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where, |D| is the number of the documents to be summarized in the document set D. 
)( isD  is the set of documents that have connections to is . |)(| isD is the size of 

)( isD . )( jdS  represents the set of sentences in the document jd . 

Intuitively, the edges between the sentences implement and reflect the concept of 
recommendation among them. We believe that the sentences with more inter-
document connections should have higher ranks. This can be understood as that the 
recommendation from more varying communities is supposed to be more trustful. 
This assumption is formulated by the fraction of DsD i |)(|  in formula (6).  

Furthermore, we hold the assumption that a sentence from the document with 
higher importance should be ranked higher. This can be explained as that a 
recommendation from a reputable person should be more important. Accordingly, the 
relevance of the document to the query is taken as a weight and adopted as the 
product in the algorithm. Finally, the different sentences edges are differentiated 
corresponding to the fact that the recommendations exist in two familiar communities 
are more credible. So the sentence edges are then weighted by the similarity between 
the two documents they connect in formula (6). All these assumptions will be 
validated by a series of experiments conducted in the following sections. 

3   Experimental Studies 

The experiments are set up on DUC 2005 50 document sets. Each set of documents is 
given a query description which represents a user information need. All the 
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documents and the queries are pre-processed by sentence segmentation and word 
splitting. Words are stemmed by Porter Stemmer1 and stop-words are removed2.  

According to task definitions, system-generated summaries are strictly limited to 
250 English words in length. After sentence ranking, we simply select the highest 
ranked sentences from the original documents into the summary until the word 
limitation is reached. Duplicate sentences are prohibited in the generated summary. 
But more complex post-processing, such as sentence compression, is not performed in 
this study. Since DUC 2005 officially adopted ROUGE toolkit3 [7] as the automatic 
evaluation method. Therefore, like other researchers, it is taken as the evaluation 
means in this work.  

3.1   Comparison of Component Contributions 

In our model, three new components are introduced for the first time into the previous 
graph-based methods and ranking algorithms. They are the relevance of the document 
with respect to the query (“A”), the different weigh treatment for the edges combining 
different documents (“B”), and the fraction of the number of the documents from 
which there exists an edge to the sentence (“C”). Notice that, it’s the QoR algorithm 
[10] when A, B and C are not considered ( Θ ), while it’s the QoCsR algorithm when 
A, B and C are all taken into account (AUBUC). 

The aim of the first set of experiments is to examine the contributions of these 
three new components (i.e. A, B and C) and their combinations. Table 1 below shows 
the results of the average recall scores of ROUGE-1, ROUGE-2 and ROUGE-SU4. 

Table 1. Evaluations of components and combinations 

 ROUGE-1 ROUGE-2 ROUGE-SU4 
   Θ / QoR 0.37228 0.07257 0.13064 

   A 0.37303 0.07338 0.13068 
   B 0.37309 0.07354 0.13073 
   C 0.37447 0.07493 0.13308 

    AUB 0.37298 0.07363 0.13086 

    BUC 0.37507 0.07545 0.13294 

   AUC 0.37501 0.07545 0.13281 

AUBUC / QoCsR 0.37545 0.07605 0.13339 

In this set of experiments, sentences, queries, and documents are all represented as 
vectors of words, and the similarity or relevance is calculated by the cosine similarity 
based on the word co-occurrence. The threshold used as the criteria for determining 
when an edge is inserted is set to 0.25. Moreover, the damping factor is set to 0.75. 

                                                           
1 http://www.tartarus.org/~martin/PorterStemmer. 
2 A list of 199 words is used to filter stop words. 
3 ROUGE 1.5.5 is used, and the ROUGE parameters are “-n 2 -x -m -2 4 -u -c 95 -r 1000 -f A -

p 0.5 -t 0”, according to the DUC task definition. 
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As we can see in Table 1, our implementation of the QoR algorithm has achieved 
very competing performance. As a matter of fact, the ROUGEs are significantly lower 
in traditional PageRank implementation, where the weights of words are measured by 
the classical idftf ⋅ method from IR community. In our preliminary experiments, the 

ROUGE-2 score is only 0.06465 with this approach. We argue that it’s not reasonable 
to adopt the inverse document frequency (IDF), because here we are working on 
sentence-level retrieval, other than document-level retrieval as it is defined in IR. 

As seen, there are still improvements over our basic approach when the three new 
components are added step by step. The best result is achieved when all are 
considered. These results strongly validate our extension to the cluster-sensitive 
query-oriented graph model and the corresponding ranking algorithm. 

3.2   Comparison with DUC Systems 

Table 2 shows the comparison of our model with DUC 2005 participating systems, 
where S15, S17 and S10 are the top three performing systems. It is happy to see that 
the proposed model outperforms significantly over the best systems in DUC 2005, i.e. 
0.43% on ROUGE-2, 4.89% on ROUGE-2 and 1.34% on ROUGE-SU4 over S15.  

Table 2. Comparison with DUC top-3 systems 

 ROUGE-1 ROUGE-2 ROUGE-SU4 
QoCsR 0.37545 0.07605 0.13339 
S15 0.37383 0.07251 0.13163 
S17 0.36901 0.07174 0.12972 
S10 0.36640 0.07089 0.12649 
NIST Baseline 0.30217 0.04947 0.09788 

4   Conclusion 

In this paper, a cluster-sensitive graph model and the corresponding iterative 
algorithm, namely QoCsR, are proposed for query-oriented multi-document 
summarization. The main contributions of our work are to introduce the concept of 
cluster into the graph model, differentiate intra- and inter-document sentence relations 
and consider the influence of entire document context on individual sentence 
evaluation. ROUGE evaluations on DUC 2005 dataset shows that QoCsR can 
improve the results by integrating these new ideas into the previous graph-based 
models. In addition, the implemented QoCsR outperforms the best participating 
systems in DUC 2005.  
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Abstract. Cluster retrieval assumes that the probability of relevance of a docu-
ment should depend on the relevance of other similar documents to the same 
query. The goal is to find the best group of documents. Many studies have ex-
amined the effectiveness of this approach, by employing different retrieval 
methods or clustering algorithms, but few have investigated text representa-
tions. This paper revisits the problem of retrieving the best group of documents, 
from the language-modeling perspective. We analyze the advantages and  
disadvantages of a range of representation techniques, derive features that char-
acterize the good document groups, and experiment with a new probabilistic 
representation as a first step toward incorporating these features. Empirical 
evaluation demonstrates that the relationship between documents can be lever-
aged in retrieval when a good representation technique is available, and that  
retrieving the best group of documents can be more effective than retrieving in-
dividual documents. 

Keywords: Text Representation, Document Retrieval, Cluster Retrieval, Clus-
ter Representation, Representation Techniques.  

1   Introduction 

The standard approach to document retrieval has been based on the Probability Rank-
ing Principle [13]. It assumes that the relevance of documents could be assessed inde-
pendently. The fact that a document is relevant does not contribute to predicting the 
relevance of a closely-related document. Cluster retrieval, on the other hand, assumes 
that the probability of relevance of a document should depend on the relevance of 
other similar documents to the same query [17]. Document groups are usually formed 
by utilizing some clustering algorithms, and the system’s goal is to find the best group 
of documents [4]. Jardine and van Rijsbergen, and others [4, 3, 15] studied the per-
formance of the ideal retrieval strategy that infallibly finds the best group (they call it 
an “optimal” cluster), and showed that effectiveness would be far better than a search 
based on individual documents. 

Many studies have examined the effectiveness of cluster retrieval, by employing 
different retrieval methods or clustering algorithms [1, 2, 4, 7, 15, 16, 18, 20]. The 
findings have been inconclusive as to whether a real retrieval strategy is able to re-
trieve the good document groups in the top ranks. Except for precision-oriented 
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searches on very small data sets [1, 4], retrieving individual documents is found to be 
generally more effective [2, 18, 20, 8]. However, most studies represented document 
groups either by concatenating the documents within each group [1, 6, 8] or a centroid 
vector [18], and only a couple of studies [7, 10] have compared different representa-
tions. The number of representations examined is small. There has been a resurgence 
of research in cluster-based retrieval in the past few years [8, 6, 14]. The general ap-
proach is to use clusters as a form of document smoothing. The IR system’s goal is 
still directly ranking individual documents, not clusters. The issue of how to identify 
good document groups remains unaddressed. In this paper, we revisit the problem of 
retrieving the best group of documents, from the language-modeling perspective. We 
aim to provide an extensive evaluation of existing and new representation techniques. 
We argue that whether good document groups could be successfully identified by an 
IR system largely depends on how they are represented. 

In this work, document groups are generated by a clustering algorithm. It is possi-
ble to have other types of document groups (e.g. user-generated discussion groups) in 
other applications. For simplicity of discussion and to avoid possible confusion in this 
paper, we use “cluster” and “document group” interchangeably. We distinguish be-
tween cluster retrieval and cluster smoothing. Cluster retrieval directly ranks groups 
of documents (clusters) whereas cluster smoothing ranks documents but uses clusters 
to smooth the document probabilities. We will use “good cluster” instead of “optimal 
cluster” or “the best groups of documents” in our discussions. An optimal cluster is 
one that gives the best precision out of all clusters [4] and a good cluster is a relaxed 
definition of optimal cluster. It refers to any cluster that gives better precision than 
document retrieval with the same cutoff from the top of the result list. 

2   Cluster Representations 

To use the language modeling (LM) approach for retrieving clusters, we first need to 
derive language models from cluster representations and then apply retrieval models. 
Let’s take the query likelihood (QL) retrieval model for example. Clusters are ranked 
based on their likelihood of generating the query, i.e. P(Q|Cluster). It can be esti-
mated by equation (1) where Q is the query, qi is the ith term in the query, and 
P(qi|Cluster) is the cluster language model (computed using equation (2)). 
PML(w|Cluster) and PML(w|Coll) are the maximum likelihood estimates of word w in 
the document and the collection, tf(w, Cluster) and tf(w, Coll) are the term frequencies 
of w in the cluster and the collection, V is the vocabulary, and λ is a general symbol 
for smoothing which takes different forms when different smoothing methods are 
used [8]. 
 

1. Concatenating documents. The standard approach to representing clusters is to treat 
them as if they were big documents formed by concatenating their member docu-
ments. Thus, tf(w, Cluster) is computed by equation (3) where },...,{ 1 kDDCluster = and 

k is the number of documents in a cluster. Clusters are ranked by equation (1) with 
components estimated from equations (2) and (3).  

This representation, while being simple and intuitive, may have a number of 
problems. For example, if cluster A has a document that is very long and has many 
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occurrences of the query terms while other member documents are short with only 
few query terms appearing, then simply concatenating these documents would result 
in a representation that is largely biased by one particular document [9]. In contrast, a 
cluster B has more relevant documents but do not have as many occurrences of the 
query terms when combined.  Cluster A will be ranked higher because of the 
probability estimates. This is what we want to avoid because the quality of clusters is 
usually judged by the total number of relevant documents they contain rather than 
how good one of the documents is [15]. Clusters with more relevant documents are 
considered better. The problem with this representation is that the differences of query 
term frequencies in documents with a higher QL mask the differences in term 
frequencies in the documents with a lower QL. A lesson learned from this is that a 
good representation should offset the bias toward documents with a higher QL, and 
one way to achieve this is to put more emphasis on documents with a lower QL. 
 

2. Centroid vector. Clusters can also be represented by a centroid vector, or the 
document that is the most similar to the actual centroid, as in e.g. [7]. The 
representation can be formulated as equation (4). Clusters are ranked by equation (1) 
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Fig. 1. Lanugage model formulations for different representations 
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with components estimated from equations (2) and (4). Similar to concatenating 
documents, this method may also suffer from bias introduced by some member 
documents. It is possible that each member document only contributes largely to the 
estimate associated with one query term but different document contributes to differ-
ent terms. So even if the individual documents are not relevant, the centroid vector 
may still look good. 
 
3. Best document. [7] used the highest ranked document (e.g. by QL model in docu-
ment retrieval) in a cluster as the representative. The hypothesis is that if this docu-
ment is non-relevant then the rest of the cluster is very likely non-relevant. Clusters 
are ranked according to equation (5). The problem with this approach is not difficult 
to see with an example. Suppose we have two clusters, one with five relevant docu-
ments and the other with one relevant and four non-relevant documents. If the rele-
vant document in the second cluster has a better QL score than any of those in the first 
cluster, then the retrieval model will rank the second cluster higher. But in reality, the 
first cluster is better. 
 
4. Worst document. The lowest ranked document in a cluster was also used as the 
cluster representative in [7]. The hypothesis is that if that document is relevant then it 
is very likely that the rest of the cluster is also relevant. Clusters are ranked by 
equation (6). Again, we illustrate the problem with an example. Suppose we have two 
clusters, one with five non-relevant documents and the other with four relevant and 
one non-relevant document. If the non-relevant document in the second cluster has a 
lower QL than any of the non-relevant documents in the first cluster, the retrieval 
model will rank the first cluster higher, but in fact the second cluster is better. 
 
5. TF mixture. [10] proposes a weighted mixture of term frequencies from member 
documents for representation, i.e. equation (7), where α is a weighting parameter be-
tween 0 and 1. Clusters are ranked by equation (1) with components estimated from 
equations (2) and (7). α in equations (7) is estimated by the first-stage retrieval log 
QL score of each document divided by the sum of log QL scores of all member 
documents in a cluster. Note that the log QL scores are negative. Setting α this way 
penalizes clusters with documents that match the query poorly. 

The advantage of this approach lies in that it explicitly considers the contribution 
of individual documents to the cluster model. The disadvantage is that the α weight is 
difficult to determine. The current way of setting the weight may not be optimal as the 
performance of this representation does not vary much from the centroid vector repre-
sentation discussed earlier (see section 4). We have experimented with several other 
ways of determining the weight but have not found a setting that will perform better 
than document retrieval.  
 
6. DM mixture. The second method proposed by [10] is to build language models for 
individual member documents and the cluster language model is a weighted mixture 
of these member document models, i.e. equation (8). Again, λ is a general symbol for 
smoothing, and β is a weighting parameter between 0 and 1. β is estimated in the 
same way as α for the TF mixture method. Clusters are ranked by equation (1) with 
components estimated from equation (8).  
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Similar to TF mixture, this method has the advantage of explicitly modeling con-
tributions from member documents. But again, it suffers from the difficulty of setting 
the β weight. Empirically, using the current way of setting the weight, this representa-
tion performs slightly better than TF mixture (see section 4).   
 
7. Geometric mean. As we can see from previous representations, especially 
concatenating documents and centroid vector, the problem with summing up or 
averaging the query term frequencies in member documents is that differences in term 
frequencies in documents with higher QL mask the differences in term frequencies in 
documents with lower QL. We analyzed the ideal and real results of cluster retrieval 
using the QL model and the representation of concatenating documents in [9]. We 
found that, despite that there are plenty of good clusters per query, those clusters are 
typically not retrieved in the top ranks. We further identified the following features 
that characterize good clusters: a) a cluster model with good query likelihood, b) 
member document models with good query likelihood, and c) low variability in 
document model estimates. The existing representations don’t account for these 
features and thus often fail to assign top ranks to good clusters. 

These observations suggest a non-linear rescaling of the individual documents’ 
language model estimates before averaging over the cluster as a way of emphasizing 
the documents with low QL. We experimented with a new representation that is based 
on the geometric mean of document model estimates. It is formulated as equation (9). 
We first derive the member document models P(w|D) and compute their geometric 
mean.  Clusters are ranked by equation (1) combined with (9). The geometric mean is 
equivalent to taking the log of individual documents’ estimates, computing the 
arithmetic mean of the logs, and exponentiating back for the final geometric mean 
score. This representation has the desired effect of emphasizing estimates close to 0 
(documents with low QL) while minimizing differences between larger estimates. 
There is no need for additional parameter tuning other than the smoothing parameters 
associated with the document models. Theoretically, the geometric mean estimates 
need to be renormalized so that they still qualify as probability estimates. We found in 
our experiments, however, that the normalization significantly increases the computer 
processing time while being less effective in ranking clusters than the un-normalized 
method. We evaluate this representation and present the results using the un-
normalized geometric mean in section 4. Geometric mean has been used in the 
geometric mean average precision measure introduced in TREC 2004 Robust track to 
account for a similar phenomenon observed with evaluating topic sets that contain 
poorly performed topics [19]. 

3   Experimental Setup 

The data sets used in the experiments and analysis come from the TREC collections: 
Wall Street Journal (WSJ) 1987-92 with topics 51-100, Associated Press newswire 
(AP) 1988-90 with topics 101-150, TREC disks 1 & 2 (TREC12) with topics 151-
200, and TREC disks 4 & 5 (TREC45) with topics 301-400. The queries are taken 
from the “title” field of TREC topics. The query sets are determined such that differ-
ent collections do not share the same queries. Both queries and documents are 
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stemmed with K-stem [5], and stopwords are removed based on the standard 
INQUERY list of 418 words. The WSJ data set is used as the training collection if pa-
rameter tuning is needed.  

We use query-specific clustering in this work. Document retrieval using the query 
likelihood retrieval model [12, 11] is first performed with Dirichlet smoothing at 
1000. The top 1000 retrieved documents are then clustered using the K Nearest 
Neighbor method (KNN) [6]. K is set to 5 (i.e. each cluster has five documents). The 
cosine similarity measure is used to determine the similarity between documents. 
Once we have the clusters, we represent and rank them using one of the methods de-
scribed in section 2. As we mentioned previously, for cluster retrieval, the system’s 
goal is to retrieve the best group of documents. Theoretically, only one cluster should 
be displayed. However, since the system has a ranked list of clusters, it is also a 
common practice to display some or all of them. This work focuses on the top re-
trieved cluster and the precision at 5 documents (PREC-5) is used for evaluation.  

4   Experimental Results 

There are four experimental questions that we would like to address. The first ques-
tion is to compare the performance of the geometric-mean representation with the per-
formance of the standard approach of concatenating documents. The results are given 
in table 1. The percentage improvement is given in parentheses. We observe that there 
is a large difference in effectiveness between these two representations. The geomet-
ric-mean approach gives at least a 9.9% improvement on any evaluation set over the 
standard approach. 

The second experimental question is to compare the performance of the geometric-
mean representation with that of document retrieval. Table 2 shows the results for 
precision at 5, 10, 15, and 20 documents. We observe that, except for precision at 15 
and 20 on the AP collection, the geometric-mean representation for cluster retrieval 
consistently outperforms document retrieval across different data sets and at varying 
precision levels. If we focus on the first retrieved cluster, large performance gain 
(over 9%) is obtained on both WSJ and TREC45 collections while smaller improve-
ments are observed on AP and TREC12 collections. 

In order to gain a better understanding as to why the new representation works bet-
ter on some of the collections than the others, we analyzed the queries and the inter-
mediate and final outputs of the system. We found that the geometric-mean approach 
works well for queries that have four or fewer index terms. All queries on the 
TREC45 collection have fewer than 5 index terms, so most of the queries benefited 
from cluster retrieval with only 9 out of 100 queries that were slightly hurt by this 
 

Table 1. Comparing cluster representations: geometric mean and concatenating docs 

Prec. At 5 docs 
Collection 

Concatenating docs Geometric  mean 
WSJ 0.4400 0.5040 (+ 14.5%) 
AP 0.4040 0.4440 (+ 9.9 %) 
TREC12 0.4360 0.6000 (+ 37.6 %) 
TREC45 0.3240 0.4520 (+ 39.5 %) 
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Table 2. Comparing cluster (geometric-mean representation) and document retrieval 

WSJ AP TREC12 TREC45 Eval. 
Metric Doc Cluster  Doc Cluster  Doc Cluster  Doc Cluster  
Prec. 
@ 5 

0.4600 
0.5040 
(+9.6%) 

0.4240 
0.4440 
(+4.7%) 

0.5920 
0.6000 
(+1.4%) 

0.4140 
0.4520 
(+9.2%) 

Prec. 
@ 10 

0.4320 
0.4760 
(+10.2%) 

0.4040 
0.4080 
(+1.0%) 

0.5460 
0.5960 
(+9.2%) 

0.3820 
0.4060 
(+6.3%) 

Prec. 
@ 15 

0.4173 
0.4587 
(+9.9%) 

0.3867 
0.3813 
(-1.4%) 

0.5427 
0.5747 
(+5.9%) 

0.3553 
0.3700 
(+4.1%) 

Prec. 
@ 20 

0.3950 
0.4350 
(+10.1%) 

0.3880 
0.3780 
(-2.6%) 

0.5210 
0.5450 
(+4.6%) 

0.3385 
0.3410 
(+0.7%) 

technique. For queries that are longer, however, the proposed representation seems to 
lose its advantage. One possible reason is that, for shorter queries, good clusters tend 
to have all query terms but for longer queries it is rarely the case. Both relevant and 
non-relevant documents contribute to only some of the query terms, and at often times 
good clusters can contain fewer unique query terms than bad clusters. As the geomet-
ric mean is based on a product of query term probabilities in documents and clusters, 
if a term doesn’t occur in a cluster, its collection probability is used instead, which 
will result in smaller overall probability estimate for that cluster. Good clusters can 
receive lower ranks because of this. This type of queries is also difficult for document 
retrieval due to similar problems. Shorter queries do not have this problem because 
there are at least some good clusters that contain all the query terms, and bad clusters 
will not have more unique query terms than them. 

The next experimental question is the comparison of seven different cluster repre-
sentations (described in section 2). The results are presented in table 3. We can see 
that the geometric-mean representation is consistently better than all others on all four 
data sets. DM mix, TF mix, and Centroid methods are very similar to each other in 
performance. Except for the geometric-mean method, the performance of all the other 
representations is typically lower than that of document retrieval. If we order the rep-
resentations from best to worst, we have this list: Geometric mean, DM mix, TF mix, 
Centroid, Concatenating documents, Worst Doc, Best Doc. We noticed that some of 
the representations are not stable and can perform well on some data sets but badly on 
others. For example, TF mix outperforms document retrieval on WSJ but does poorly 
on TREC45. Best Doc performs poorly on WSJ and AP but gives one of the best re-
sults on TREC12 and TREC45. Centroid, TF mix, DM mix, and Concatenating 
documents all seem to perform poorly on TREC45. Compared to these, the geomet-
ric-mean approach seems to be most stable. 

Table 3. Comparing different cluster representations. Prec @ 5 is used for evaluation. 

Cluster Retrieval 
Coll. Doc 

Ret. 

Cluster 
Smoot
hing Concat. Best 

Doc 
Worst 
Doc 

Cen-
troid TF mix DM 

mix 
Geo-
metric 

WSJ 0.4600 0.4480 0.4400 0.3840 0.4080 0.4800 0.4800 0.4920 0.5040 
AP 0.4240 0.4440 0.4040 0.3600 0.3760 0.3800 0.3860 0.4240 0.4440 
TREC12 0.5920 0.5440 0.4360 0.5080 0.4680 0.4400 0.4180 0.4120 0.6000 
TREC45 0.4140 0.4140 0.3240 0.4120 0.4060 0.2940 0.3020 0.3960 0.4520  
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The last question is comparing the performance of cluster retrieval with cluster 
smoothing [8]. Cluster smoothing is implemented following [8] and with query-
specific clusters (which is the same set of clusters for cluster retrieval). The results are 
shown in table 3. Cluster retrieval using the geometric mean representation is consis-
tently better than cluster smoothing in retrieval effectiveness. The other representa-
tions are typically less effective than cluster smoothing. 

5   Conclusions and Future Work 

In this paper, we have revisited the problem of retrieving the best group of documents 
within the language modeling framework. We empirically evaluated and compared 
document retrieval, cluster smoothing, and cluster retrieval with seven different cluster 
representations, including a new approach based on geometric mean as a first step to-
ward incorporating these features. Experimental results show that the geometric-mean 
representation is a relatively stable method, and performs consistently better than docu-
ment retrieval, cluster smoothing, and cluster retrieval using other representations. This 
work demonstrates that, with a good representation method, we can leverage the rela-
tionship between documents, and the effectiveness of retrieving documents as a group 
can be consistently better than that of retrieving them individually, especially in the top 
rank positions. This work is in progress and we plan to look into other features that are 
likely to benefit cluster retrieval as well as feature combination. 

Acknowledgments 

This work was supported in part by the Center for Intelligent Information Retrieval 
and in part by NSF grant #CNS-0454018 and #CCF-005575.  

References 

[1] Croft, W.B.: A model of cluster searching based on classification. Information Systems 5, 
189–195 (1980) 

[2] Griffiths, A., Luckhurst, H.C., Willett, P.: Using interdocument similarity information in 
document retrieval systems. Journal of the American Society for Information Science 37, 
3–11 (1986) 

[3] Hearst, M.A., Pedersen, J.O.: Re-examining the cluster hypothesis: Scatter/Gather on re-
trieval results. In: SIGIR 1996, pp. 76–84 (1996) 

[4] Jardine, N., van Rijsbergen, C.J.: The use of hierarchical clustering in information re-
trieval. Information Storage and Retrieval 7, 217–240 (1971) 

[5] Krovetz, R.: Viewing Morphology as an Inference Process. In: SIGIR 1993, pp. 191–203 
(1993) 

[6] Kurland, O., Lee, L.: Corpus structure, language models, and ad hoc information re-
trieval. In: Proceedings of SIGIR 2004 conference, pp. 194–201 (2004) 

[7] Leuski, A.: Evaluating Document Clustering for Interactive Information Retrieval. In: 
Proceedings of CIKM 2001 conference, pp. 33–40 (2001) 



462 X. Liu and W.B. Croft 

[8] Liu, X., Croft, W.B.: Cluster-based retrieval using language models. In: Proceedings of 
SIGIR 2004 conference, pp. 186–193 (2004) 

[9] Liu, X.: Cluster-based retrieval from a language-modeling perspective. In: The Doctoral 
Consortium of SIGIR 2006 conference, pp. 737–738 (2006), Abstract in SIGIR 2006 
Proceedings 

[10] Liu, X., Croft, W.B.: Representing clusters for retrieval. In: Proceedings of SIGIR 2006 
conference, pp. 671–672 (2006) 

[11] Miller, D., Leek, T., Schwartz, R.: A hidden Markov model information retrieval system. 
In: SIGIR 1999, pp. 214–221 (1999) 

[12] Ponte, J., Croft, W.B.: A language modeling approach to information retrieval. In: SIGIR 
1998, pp. 275–281 (1998) 

[13] Robertson, S.E.: The probability ranking principle in IR. Journal of Documentation 33, 
294–304 (1977) 

[14] Tao, T., Wang, X., Mei, Q., Zhai, C.: Language model information retrieval with docu-
ment expansion. In: Proceedings of HLT/NAACL 2006 (2006) 

[15] Tombros, A., Villa, R., Van Rijsbergen, C.J.: The effectiveness of query-specific hierar-
chic clustering in information retrieval. Information Processing and Management 38, 
559–582 (2002) 

[16] van Rijsbergen, C.J., Croft, W.B.: Document clustering: An evaluation of some experi-
ments with the Cranfield 1400 collection. Information Processing & Management 11, 
171–182 (1975) 

[17] van Rijsbergen, C.J., Sparck Jones, K.: A test for the separation of relevant and non-
relevant documents in experimental retrieval collections. Journal of Documentation 29, 
251–257 (1973) 

[18] Voorhees, E.M.: The cluster hypothesis revisited. In: SIGIR 1985, pp. 188–196 (1985) 
[19] Voorhees, E.M.: The TREC robust retrieval track. SIGIR Forum 39(1) (2005) 
[20] Willet, P.: Query specific automatic document classification. International Forum on In-

formation and Documentation 10(2), 28–32 (1985) 



C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 463–471, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Enhancing Relevance Models with Adaptive  
Passage Retrieval 

Xiaoyan Li1 and Zhigang Zhu2 

1 Department of Computer Science, Mount Holyoke College, South Hadley,  
MA 01075, USA 

xli@mtholyoke.edu 
2 Department of Computer Science, CUNY City College, New York, NY 10031, USA 

zzhu@ccny.cuny.edu 

Abstract. Passage retrieval and pseudo relevance feedback/query expansion 
have been reported as two effective means for improving document retrieval in 
literature. Relevance models, while improving retrieval in most cases, hurts 
performance on some heterogeneous collections. Previous research has shown 
that combining passage-level evidence with pseudo relevance feedback brings 
added benefits. In this paper, we study passage retrieval with relevance models 
in the language-modeling framework for document retrieval. An adaptive 
passage retrieval approach is proposed to document ranking based on the best 
passage of a document given a query. The proposed passage ranking method is 
applied to two relevance-based language models: the Lavrenko-Croft relevance 
model and our robust relevance model. Experiments are carried out with three 
query sets on three different collections from TREC. Our experimental results 
show that combining adaptive passage retrieval with relevance models 
(particularly the robust relevance model) consistently outperforms solely 
applying relevance models on full-length document retrieval.  

Keywords: Relevance models, passage retrieval, language modeling. 

1   Introduction 

Language modeling approach is a successful alternative to traditional retrieval models 
for text retrieval. The language modeling framework was first introduced by Ponte 
and Croft [19], followed by many research activities related to this framework since 
then [1, 3, 4, 8, 10-12, 14-18, 20, 21, 23]. For example, query expansion techniques 
[3,11,12,17,18,21,23], pseudo-relevance feedback [4,11,12,17,18,21,23], parameter 
estimation methods [10], multi-word features [20], passage segmentations [16] and 
time constraints [14] have been proposed to improve the language modeling 
frameworks. Among them, query expansion with pseudo feedback can increase 
retrieval performance significantly [11,18,23]. It assumes a few top ranked documents 
retrieved with the original query to be relevant and uses them to generate a richer 
query model.  

However, two major problems remain unsolved in the query expansion techniques. 
First, the performance of a significant number of queries decreases when query 
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expansion techniques are applied on some collections. Second, existing query 
expansion techniques are very sensitive to the number of documents used for pseudo 
feedback. Most approaches usually achieved the best performance when about 30 
documents are used for pseudo feedback. As the number of feedback documents 
increases beyond 30, retrieval performance drops quickly. In our recent work [15],  a 
robust relevance model is proposed based on a study of features that affected retrieval 
performance. These features included key words from original queries, relevance 
ranks of documents from the first round retrieval, and common words in the 
background data collection. The robust relevance model seamlessly incorporated 
these features into the relevance-based language model in [11] and further improved 
the performance and robustness of the model. The three features were also used in a 
recent work by Tao and Zhai [22] with regularized mixture models.  

The robust relevance model and the regularized mixture model greatly ease the 
second problem, i.e. sensitivity of the retrieval performance to the number of 
documents used for pseudo feedback. However, the solution to the first problem is 
only partially. As we have reported in [15], the performance of the robust relevance 
model outperformed the Lavrenko-Croft relevance model and the simple query 
likelihood model on four test query sets, but it underperformed the simple query 
likelihood model on a query set against a subset of the TREC terabyte collection.  

Passage retrieval is another effective means to improve document retrieval 
[5,6,7,16]. Particularly in [16], it was incorporated into the language modeling 
framework via various approaches. However, a major concern of passage retrieval in 
the language modeling framework is that it hurts retrieval performance on some 
collections, although it can provide comparable results and sometimes significant 
improvements over full-length document retrieval on collection with long and multi-
topic documents. Therefore, one important research issue for both relevance models 
and passage retrieval is when and how to apply relevance models and passage 
retrieval for better retrieval performance.  

In this paper, an adaptive passage retrieval approach is proposed to document 
ranking based on the best passage of a document given a query.  The best passage of a 
document is the passage with the highest relevance score with respect to the query. The 
size of the best passage varies from document to document and from query to query. 
The best passage of a document can be a passage of the smallest window size 
considered or the document itself depends on whether it has the highest relevance score 
among all available passages. This adaptive passage selection is applied to two 
relevance-based language models: the Lavrenko-Croft relevance model [11] and our 
robust relevance model [15]. Experiments are carried out with three query sets on three 
different collections from TREC, including the ones that caused under-performance in 
the robust relevance model [15] and the fixed-size passage retrieval approach [16]. Our 
experimental results show that combining adaptive passage retrieval with relevance 
models consistently outperforms solely applying relevance models on full-length 
document retrieval. It indicates that passage-level evidence, if used appropriately, can be 
incorporated in relevance models to achieve better performance in terms of mean 
average precision, especially in the case of the robust relevance model.  

The rest of the paper is structured as follows. In Section 2, we give a brief 
overview of the two relevance-based language models used in this paper. Section 3 
describes our approach to combining the adaptive passage retrieval with the relevance 
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models. Section 4 provides experimental results, compared to baseline results of full-
length document retrieval. Section 5 summarizes the paper with conclusions and some 
future work. 

2   Relevance Models 

2.1   The Lavrenko-Croft Relevance Model 

Lavrenko and Croft’s relevance-based language model [5] is a model-based query 
expansion approach in the language-modeling framework [18]. A relevance model is 
a distribution of words in the relevant class for a query. Both the query and its 
relevant documents are treated as random samples from an underlying relevance 
model R, as shown in Figure 1. Once the relevance model is estimated, the KL-
divergence between the relevance model (of a query and its relevant documents) and 
the language model of a document can be used to rank the document. Documents with 
smaller divergence are considered more relevant thus have higher ranks. Equations (1) 
and (2) are the formulas used in [5] and in this paper for approximating a relevance 
model for a query:  
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where Po(w | R) stands for the relevance model of the query and its relevant 
documents, in which P(w, q1…qk) stands for the total probability of observing the 
word w together with query words q1…qk.  A number of top ranked documents (say N) 
returned with a query likelihood language model are used to estimate the relevance 
model. In Equation (2), M is the set of the N top ranked documents used for 
estimating the relevance model for a query (together with its relevant documents). 
P(D) is the prior probability to select the corresponding document language model D 
for generating the total probability in Equation (2). In the original relevance model 
approach, a uniform distribution was used for the prior.  
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Fig. 1. The Lavrenko-Croft relevance model Fig. 2. Our robust relevance model 

2.2   Our Robust Relevance Model 

Based on the Lavrenko-Croft relevance model approach, we have proposed a robust 
relevance model to further improve retrieval performance and robustness [15]. In the 
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robust relevance model, Queries are random samples from the underlying relevance 
model R, and relevant documents are sampled from both the underlying relevance 
model R and a background language model B, as shown in Figure 2.  

Three significant changes were made to the original relevance model in order to 
estimate a more accurate relevance model for a query: treating the original query as a 
special document, introducing rank-related prior, and discounting common words. 
The robust relevance model seamlessly incorporated these three features into the 
original relevance-based language model. Equations (3), (4) and (5) are the formulas 
used in [15] and also in this paper for approximating a relevance model for a query:  
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Unlike the set M including only top N documents’ models in equation (2) for the 
Lavrenko-Croft relevance model, the robust relevance model treats the original query 
as a special document: the set S in equation (3) includes both the query model and the 
document models for the top N documents. 

The robust relevance model also introduces a rank-related prior. In equation (4), |D| 
denotes the length of document D or the length of the query – the special document. 
Rank(D) denotes the rank of document D in the ranked list of documents returned by 
using the basic query likelihood language model. The rank of the query is set to 0 so 
that it has the highest rank among all the documents used for relevance model 
approximation. Z1 is the normalization factor that makes the sum of the priors to 1. 
Parameters α and β are used to control how much a document’s length and its rank 
affect the prior of the document, respectively. 

Finally, the robust relevance model discounts common words in the background 
data collection. In equation (5), Pnew (w | R) denotes the probability of word w in the 
new relevance model. P (w | B) denotes the probability of word w in the background 
language model B. γ  is the parameter for discounting the probability of a word in the 
new relevance model by its probability in the background language model.  Z2 is the 
normalization factor that makes the sum of the probabilities of words in the new 
relevance model to 1.  The best values for parameters α , β and γ  reported in [15] are 
used in our experiments in this paper. 

3   Combining Passage Retrieval with Relevance Models 

Passage retrieval can be applied in the language modeling framework. Various 
approaches were proposed in [16] to implement passage retrieval in the language 
modeling environment. In the context of relevance models, three different methods 
R1, R2 and R3 were developed in [16], and the method R1 was reported as the best 
candidate. Different types of passages including half-overlapped window and 
arbitrary passage with fixed or variable lengths were also tried for passage retrieval. 
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In our paper, as baselines, we use the method R1 with fixed-size half-overlapped 
windows to retrieve relevance documents. Half-overlapped windows of 150, 350 and 
500 words are considered in our experiments.  

Given a window size, documents are first broken into half-overlapped passages. A 
language model is then built for each passage. At query time, a simple query 
likelihood language model implemented in LEMUR [13] is used to retrieve top 
passages. In the case of the Lavrenko-Croft relevance model, the top retrieved 
passages are assumed relevant and used to build a relevance model for the query. In 
the case of our robust relevance model, both the top passages and the query itself are 
used to build a relevance model. Once the relevance model is built, a KL divergence 
score is computed between each passage model and the relevance model. The KL 
divergence score is then used for ranking passages. Documents finally are ranked 
based on the score of their best passage. 

However, the problem with a fixed-size window approach is that the best 
performance is achieved with different window size on different collections. 
Therefore, it is not clear how to preset a window size at query time on a new 
collection that is previously unseen. To solve this problem, we propose an adaptive 
passage retrieval approach in this paper. Documents are ranked based on their best 
passage. The best query in this context is the passage that can represent a document 
better than other passages with respect to a query. We observe that the size of a best 
passage can vary from document to document and query from query, because 
documents may discuss multiple topics, have a different focus, and by authors with 
different writing styles. There are various approaches that can be used to locate the 
best passage of a document. In this paper, we choose a very simple but efficient way 
to find the best passage of a document to improve retrieval performance for a given 
query.  

We simply take the retrieval results from relevance models on full-length 
documents retrieval, fixed-size passages on relevance models with several preset 
window sizes, for example 150, 350 and 500, respectively. With the four result files, 
each document has four scores: full-length document score, the highest score among 
all 150-word-long passages, the highest score among all 350-word-long passages, and 
the highest score among all 500-word-long passages. We take the highest score 
among the four scores as the score of the best passage of the document. Documents 
are then ranked according to the score of their best passages. Note that the size of the 
best passage varies from document to document. The best passage of a document can 
be a passage of the smallest window size considered (say 150 in this paper) or the 
full-length document itself depends on whether it has the highest relevance score 
among all available passages of variable size. Therefore, the adaptive passage 
retrieval approach combines the best of the full document and fixed-size passage 
retrieval results.  

4   Experiments and Results 

We have carried out experiments with three TREC query sets on three data 
collections. All experiments were performed with the Lemur toolkit [13]. The Krovetz 
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stemmer [9] was used for stemming and the standard stopword list of LEMUR was 
used to remove about 420 common terms. Top 30 documents or passages are used to 
estimate a relevance model for a query when using relevance model approaches. 
Parameters α , β and γ in Equations (3)-(5) are set to the same values as used in [15]. 

4.1   Data 

We used three query sets on three document collections in our experiments. (1). 
Queries 51 to 150 on a homogeneous collection AP88_90. AP88_90 includes 
newswires from Associated Express 1988, 1989 and 1990. It is a collection of short 
documents. This was used in [16] where fixed-size passage retrieval hurt the 
relevance retrieval performance. (2). Queries 101 to 150 on a heterogeneous 
collection AP&FR collection, which includes the Associated Press data set (AP88 and 
AP89) and the FR88&89 collection. We created this collection to test the performance 
of our approach to such a heterogeneous data collection. (3). Queries 701 to 750 on a 
sub-collection of the TREC Terabyte data set on which the robust relevance model 
[15] had some problem. To construct the subset, the top-ranked 10,000 documents for 
each of the 50 queries that were retrieved using the basic query likelihood language 
model were selected. The subset has 466,724 unique web documents and is about 2% 
of the entire terabyte collection [2]. This collection is by nature a more heterogeneous 
collection with web documents, blogs, emails as well as news articles. The statistics 
of AP88_89 collection, AP&FR collection, and the subset of terabyte collection are 
shown in Table 1. Table 2 summaries the information about the three sets of queries 
used in our experiments and relevant documents on the corresponding three document 
collections. The queries are taken from TREC topics and only title field are used in 
our experiments. The queries are on average 3 or 4 words long, and the number of 
relevant documents per query varies across collections.  

Table 1. Statistics of the three document collections 

Collection Statistics AP88_90 AP&FR Terabyte (GOV2) 
# of documents 242,918 210,417 466,724 
# of terms 61,975,608 83,936,199 958,740,730 
# of unique terms 255,617 362,886 3,637,433 
Average Length of documents 255 398 2,054 
Average frequency of terms 242 231 264  

Table 2. Information of the three query sets (N1: # of queries with relevant documents;  N2: 
total # of relevant documents; N3: average # of relevant  doc. per query) 

Collections Queries (title only) N1 N2 N3 
AP88_90 TREC topics 51-150 99 21829 220.5 
AP&FR TREC topics 101-150 50 5,211 104.2 
Terabyte TREC topics 701-750 49 10,617 216.7  
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Table 3. Performance comparison of passage retrieval + relevance models (RM: Lavrenko-
Croft relevance model; RRM: our robust relevance model) 

Datasets Methods FullDoc P150 P350 P500 BestP 

RM 0.2779 0.2677 0.2747 0.2771 0.2844 
AP88_90 

RRM 0.2821 0.2655 0.2800 0.2822 0.2882 
RM 0.2696 0.2799 0.2720 0.272 0.2761 

AP&FR 
RRM 0.2724 0.3084 0.3093 0.3106 0.3113 
RM 0.1872 0.2026 0.2119 0.2067 0.2202 

Terabyte 
RRM 0.2361 0.2256 0.2448 0.2376 0.2528 

4.2   Experimental Results 

We have carried out experiments on three query sets. In each query set, the four 
baselines - full document retrieval (FullDoc) and three fixed-size passage retrieval 
baselines with three different window sizes (P150, P350 and P500), and the adaptive 
passage retrieval method (BestP), is applied to the Lavrenko-Croft relevance model 
(RM) and our robust relevance model (RRM), respectively. Mean average precision is 
used for performance evaluation. Three different window sizes in the fixed-size 
passage retrieval baselines are 150, 350 and 500.  The “best” passage of a document 
in the proposed adaptive passage retrieval approach (BestP) is the passage with the 
highest KL divergence score among all passages of different sizes (150, 350, 500 and 
full-length document). The performance of three query sets in terms of mean average 
precision is given in Table 3. The following observations can be obtained based on 
the experimental results. 

(1) Combining adaptive passage retrieval with the two relevance models 
consistently outperforms solely applying the relevance models on full-length 
document retrieval on all the three collections. Robust relevance model with fixed-
size passages also gives better performance than full-length document retrieval on all 
three collections. But original relevance model with fixed-size passage achieves 
outperforms full-length document retrieval only on two of the collections.  

(2) The adaptive passage retrieval consistently provides the best performance than 
the full-length document retrieval and the fixed-size passage retrieval, when using the 
two relevance models, on all three collections. The only exception is for queries 101-
150 with the original relevance model, where the best performance was achieved 
when the passage size is fixed to 150. However, the adaptive passage retrieval method 
ranked the second best, and is very close to the first best. 

(3) Better performance is achieved when the robust relevance model is used. This 
is true for all the four baselines as well as the adaptive passage retrieval approach. The 
performance is always the best when combining the adaptive passage retrieval with 
the robust relevance model. 

5   Conclusions and Future Work 

In this paper, we study how to better combine passage retrieval with relevance models 
in the language modeling framework for better retrieval performance. Three main 
conclusions have been drawn from the experimental results. First, combining passage 
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retrieval with relevance models consistently outperforms relevance models on full-
length document retrieval in terms of mean average precision on document retrieval. 
Second, the proposed adaptive passage retrieval approach for identifying best passage 
gives better performance than using passages of fixed sizes. Third, the robust 
relevance model uniformly outperforms the original relevance models, especially 
when combining with passage-level evidence.  

In the current experiments, for testing the ideas of the adaptive passage sizes, we 
only used a few typical document sizes that have been tested empirically in literature. 
As a future work, the approach proposed by Jiang and Zhai [5] for identifying 
variable-length passages using HMMs could be used. As another future work, new 
approaches to query expansion techniques need to be developed for retrieval on 
heterogeneous collections (e.g., the Terabyte collection), which may include web 
documents, blogs, emails as well as news articles. In this case, incorporating selective 
query expansion techniques, such as Cronen-Townsend et al’s work in [3], and 
features like metadata into relevance models may be helpful. 
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Abstract. Interoperability of heterogeneous systems on the Web will be 
achieved through an agreement between the underlying ontologies. Ontology 
matching is an operation that takes two ontologies and determines their 
semantic mapping. This paper presents a method of ontology matching which is 
based on modeling ontologies in a vector space and estimating their similarity 
degree by matching their concept vectors. The proposed method is successfully 
applied to the test suit of Ontology Alignment Evaluation Initiative 2005 [10] 
and compared to the results reported by other methods. In terms of precision 
and recall, the results look promising. 

Keywords: semantic web, ontology matching, vector space. 

1   Introduction 

The current World Wide Web has over 22.47 billion pages [17], but the vast majority 
of them are in human readable format only. In order to allow software agents to 
understand and process the web information in a more intelligent way, researchers 
have created the Semantic Web vision [15], where data has structure. Like the Web, 
the semantic Web will necessarily be distributed and heterogeneous. Therefore, the 
integration of resources found on the semantic Web is a key issue. A standard 
approach to the resulting problem lies in the use of ontologies for data description. 
Ontologies allow users to organize information into taxonomies of concepts, each 
with their properties, and describe relationships between concepts [16]. However, the 
available ontologies could themselves introduce heterogeneity: given two ontologies, 
the same entity can be given different names in each of them or simply be defined in 
different ways, whereas both ontologies may express the same knowledge but in 
different languages. So, one of the key challenges of Semantic Web is to find 
semantic correspondences between ontologies. 

The underlying problem, which we call the ontology matching (or alignment), is 
the operation of taking two distinct ontologies, finding a set of entities with similar 
relationships which exist in both ontologies and return the similar entities. Shvaiko et 
al. classifies ontology alignment techniques in two general categories: element-level 
techniques and structure-level techniques [5]. The former techniques concentrate just 
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on individual elements while in latter approaches the structural arrangement of 
elements and their relation to each other is more of interest. The structural-level 
techniques involve Graph-based techniques which consider the input as labeled graph, 
Taxonomy-based techniques which consider only the specialization relation, 
Repository of structures which stores schemas/ontologies and their fragments together 
with pair-wise similarities (e.g., coefficients in the [0 1] range) between them and 
finally Model-based algorithms which handle the input based on its semantic 
interpretation (e.g., model-theoretic semantics). Furthermore, ontology matchers can 
be categorized into automatic and semi-automatic techniques. Automatic ontology 
matchers are those which perform their operation independent of human operator, 
while semi-automatic techniques are dependent on user preferences. 

This paper presents an automatic taxonomy-based ontology alignment technique 
that is based on a vector matching method. Any ontology consists of a set of concepts 
and each concept is described by a set of properties. These concepts and properties 
define a space such that each distinct concept and property represents one dimension 
in that space. Modeling ontologies in multi-dimensional vector spaces will enable us 
to use vector matching methods for performing ontology alignment. An iterative 
approach has been employed to achieve convergence, in which vectors representing 
ontology concepts and properties are matched iteratively and their similarity degree is 
estimated. In order to model two ontologies in a vector space, RDF [1] and OWL [7] 
subclass predicates are utilized and concepts are described with respect to their 
ancestors and successors and properties. Properties are also described with respect to 
their domain and range concepts. 

The rest of the paper is organized as follows. In section 2 we discuss state of the art 
of matching systems from the structured base ontology matching perspective. Our 
approach is presented in section 3. Experimental results are reported in Section 4. 
Finally, Section 5 contains some conclusions and future work. 

2   Related Work 

The Cupid system [9] implements a generic schema matching algorithm combining 
linguistic and structural schema matching techniques, and computes normalized 
similarity coefficients with the assistance of a precompiled thesaurus. The algorithm 
contains two phases. The first phase, called linguistic matching and the second one is 
the structural matching of schema elements based on the similarity of their contexts or 
vicinities. Finally the weighted similarity, a mean of the first and second phases 
results are calculated. Anchor-PROMPT [2] is another structure base algorithm. It 
takes as input a set of pairs of related terms—anchors—from the source ontologies. 
Either the user identifies the anchors manually or the system generates them 
automatically with the help of string-based techniques, or another matcher computing 
linguistic (dis)similarity between frame names (labels at nodes) [6]. Then it refines 
them based on the ontology structures and users’ feedback. Anchor-PROMPT 
traverses the paths between the anchors in the corresponding ontologies. As it 
traverses the two paths, Anchor-PROMPT increases the similarity score for the pairs 
of terms in the same positions in the paths. It aggregates the similarity score from all 
the traversals to generate the final similarity score. 
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The compositional systems like [12],[4] consist of a set of elementary matchers 
based on rules, exploiting codified knowledge in ontologies, such as information 
about super- and sub-concepts, super- and sub-properties, etc. The approach described 
in [11] is relatively similar to our method. It uses vector characteristics and presents a 
semantic similarity measure based on a matrix representation of nodes from an RDF 
labeled directed graph. In this algorithm an entity is described with respect to how it 
relates to other entities using N-dimensional vectors, N being the number of selected 
external predicates. Similarities are computed using graph matching algorithm [13]. 
There are some other methods that benefit from structure of ontologies as well as 
other techniques such as ola[14], foam[8] and omap[18]. Vector Based Ontology 
Matching, which we present here, is another vector based model that providing 
another suggestions for possible matching terms. 

3   Vector Based Ontology Matching (VBOM) 

As mentioned before, the proposed method of ontology matching is based on vector 
similarity algorithms. Thus, the first step is to model source ontologies in vector 
notation and then apply a vector matching algorithm to estimate the degree of 
similarity among them. Similarity of the two vectors can be computed with cosine of 
angle between those vectors. If the cosine of the angle is 1, the two vectors are exactly 
the same. As the cosine approaches 0, the similarity degree reduces. Considering 

A
r

and B
r

as two vectors, the cosine of their angle can be computed using the 
following formula: 
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respectively.  

3.1   Ontology Vectorization 

Ontology Vectorization is the method of modeling two source ontologies (for which 
the matching problem is of interest) in a single multi dimensional vector space. Any 
ontology consists of a set of concepts and any concept may have a set of properties 
which describes that concept. Two types of properties are distinguished:  

 datatype properties, relations between instances of classes and RDF literals 
and XML Schema datatypes. 

 object properties, relations between instances of two classes. 

The overall perspective of the method is to make a vector space that any of its 
dimensions represents a unique concept, property or the range of datatype property of 
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the two source ontologies. The vector space must have certain characteristics to be 
appropriate for utilization in matching algorithm: 

 Similar concepts, properties and the ranges of datatype properties of the source 
ontologies will not be duplicated in the vector space. 

 The order of elements is not important. Thus the concepts, properties and the 
ranges of datatype properties can be arranged in any order for constructing the 
vector space. 

 The vector space must fully cover all the distinct concepts, properties and the 
ranges of datatype properties which exist in the two ontologies. 

As mentioned before, given a pair of ontologies, vector space is built by extracting 
all distinct concepts, properties and the ranges of datatype properties belonging to 
these two source ontologies as its dimensions. Then each of these elements is 
presented as a vector in this vector space. 

Let us have a look at a simple example. Take the following ontologies OA and OB 

in figure 1(the left hand ontology is OA and the right hand one is OB). The distinct 
concepts of the two ontologies are: “Address”, “Institution”, “Publisher”, “School”, 
“Directions”, “Organization”, having “Publisher” and “School” as the subclasses 
(successors) of “Institution” in OA and “Organization” in OB. In other words, 
“Institution” and “Organization” are the ancestors of “School” and “Publisher” in OA 
and OB, respectively. The distinct properties are “country”, “city”, “name”, “address” 
and “town”. Each ontology contains 3 datatype properties and one object property 
(the values in the brackets show min and max cardinality of the property for that 
concept). Properties are defined in the following style:  

property Name   #domain Name->#range Name.  

Dimensions of our vector space are:{“Address”, “Institution”, “Publisher”, 
“School”, “Directions”, “Organization”, “country”, “city”, “name”, “address”, 
“town”, “http://www.w3.org/2001/XMLSchema#string”}. As we mentioned earlier, 
there is no particular order among the dimensions in the vector space. (Hereafter for 
simplicity we use “string” instead of http://www.w3.org/2001/XMLSchema#string.)  

 

Fig. 1. OA and OB 
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Each concept is then described by a vector of weights for itself, all of its properties 
and ancestors and successors. Furthermore each property is described by a vector of 
nonzero weights for itself and all of its domain and range concepts. 

3.2   Weighting Mechanism 

3.2.1    Concept Vectors. The following shows the weight of each element in the 
concept vector. 
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Where )( XW C  is the weight of concept c in the concept vector X, and dX (c) is the 

level of distance of concept c from X in its sub/super class chain. In fact the concept 
itself acts as a pivot and all of its super/sub classes would receive weights based on 
their distance from this pivot. 
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where Wp(X) is the weight of property p in the concept vector X . 

3.2.2   Property Vectors 
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where WC (x) is the weight of concept c in the property vector x, xDomain is a set of 
concepts which are the domain of property x, and xRange is  a concept which is the 
range of property x. 
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where Wp(x) is the weight of property p in the property vector x. 
Consider we want to produce the “Institution” concept vector of OA in figure 1. As 

we know “Institution” concept has 2 sub classes: “Publisher” and “School” and 2 
properties: “name” and “address”. Therefore its vector contains 5 none zero elements: 
“Institution” “Publisher”, “School”, “name” and “address”. The weight of 

“Institution” will be 1, the weight of its 2 direct sub classes is )
11

1
log(

+
 and the 

weight of its properties is 1. Thus, according to the vector space which is constructed 
above, the “Institution” concept vector of OA is { 0, 1, log (1/2), log (1/2), 0, 0, 0, 0, 1, 
1, 0, 0}. Some other concept vectors are: the “Address” concept vector of OA: {1, 0, 0, 
0, 0, 0, 1, 1, 0, 0, 0, 0}, the “Publisher” concept vector of OB: {0, 0, 1, 0, 0, log (1/2), 
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0, 0, 0, 0, 0, 0} and so on.  Property vectors are also produced. For example “country” 
property vector of OA contains 3 none zero elements: its domain (“Address”), itself 
and its range (“string”). Thus “country” property vector of OA equals 
{1,0,0,0,0,0,10,0,0,0,1}. Other vectors are constructed in the same way. 

3.3   Matching Process 

After vectorizing two source ontologies, finding similarities between two ontologies 
would be easy. As we mentioned in section 3 the correlation between two concept 
vectors in an N dimensional vector space can be calculated using the cosine of angle 
between them. 
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We compute the cosine of all the pairs of concept vectors between the two source 
ontologies. Then for each concept, we choose the most similar concept with the 
highest similarity score. This operation is repeated for all the pairs of property 
vectors.  

VBOM is an iterative approach. In each iteration, it selects pairs of similar 
concepts and similar properties that each participates only in one similarity relation. 
Then it updates all the vectors of all concepts and properties by setting the weights of 
participating elements of each selected pair to their biggest non-zero weight. In this 
way, in each iteration, VBOM benefits from similarities that were discovered in 
previous iteration. These iterations continue until there are no new similar pairs.  

4   Results 

We carried out experiments on OAEI (Ontology Alignment Evaluation Initiative) 
2005 test suite [10]. The evaluation organizers provide a systematic benchmark test 
suite with pairs of ontologies to align as well as expected (human-based) results. The 
ontologies are described in OWL-DL and serialized in the RDF/XML format. The 
expected alignments are provided in a standard format expressed in RDF/XML.  

There are different groups of tests in this benchmark [10]: 

Simple tests (tests 1xx). such as comparing the reference ontology with itself, with 
another irrelevant ontology or the same ontology in its generalization or restriction to 
OWL-Lite . 

Systematic tests (tests 2xx). that are obtained by discarding some features of the 
reference ontology. (The considered features are names, comments, hierarchy, 
instances, relations, restrictions, etc.) 

• Tests 201 to 210: focus on labels and comments of entities. Names of 
entities can be replaced by random strings, synonyms, names with different 
conventions, strings in a language other than English. 

• Tests 221 to 247: for these tests the structure is changed. In fact hierarchy 
can be suppressed, expanded or flattened; properties can be suppressed or 
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their imposed restrictions on classes are discarded and classes can be 
expanded or flattened.  

• Tests 248 to 266: for these tests, names of entities are replaced by random 
strings; hierarchy can be suppressed, expanded or flattened and properties 
can be suppressed. 

Four real-life ontologies of bibliographic references (3xx).  that were found on the 
web and left mostly untouched. These real world ontologies are a combination of 
complications of the previously mentioned tests.  

Table 1. Ontologies with similar labels 

test Name Precision Recall 
101 Reference 1 1 
102 Irrelevant Ontology - - 
103 Language 

Generalization 
1 1 

104 Language restriction 1 1 
221 No specialization 1 1 
222 Flattened hierarchy 0.9 0.9 
223 Expanded hierarchy 1 1 
224 No instance 1 1 
225 No restrictions 1 1 
228 No properties 1 1 
230 Flattened classes 1 1 
231 Expanded classes 1 1 
232  1 1 
233  1 1 
236  1 1 
237  0.9 0.9 
238  0.91 0.91 
239  1 1 
240  1 1 
241  1 1 
246  1 1 
247  1 1 

We obtained 3 kinds of results in our experiments:  

1) Excellent results from ontologies that have similar names (labels) (in tests 
1xx, 221 to 247). Because similar names make vectors more similar to each 
other. In fact the labels are the most important feature to recognize 
alignments in this approach and if the labels denote an alignment, every 
thing else can be abandoned. As table 1 shows, both precisions (the number 
of correct alignments found, divided by the total number of alignments 
found) and recalls(the number of correct alignments found, divided by the 
total number of expected alignments) are equal to “1” except for 3 cases; 
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2) Good results in ontologies are those with similar structures but different 
naming conventions (in tests 201 to 210 and 249). However the labels are the 
most important feature in distinction of alignments, the structures of 
ontologies also play a key role in our approach. We obtained precisions and 
recalls in the range of 0.78  to 1 and 0.85 to 1 respectively (table 2); 

3) Weak results in cases that the two source ontologies are different in both 
their naming conventions and structures (in tests 248, 250 to 266.). 
Especially the recall factor is affected more in these situations.(table 3) 

Table 2. Ontologies with similar structures and different labels 

test Name Precision Recall 
201 No names 0.89 0.94 
202 No names, No 

comments 
0.89 0.94 

203 No comments 1 1 
204 Naming conventions 0.94 0.97 
205 Synonyms 0.89 0.94 
206 Translation 0.78 0.85 
207  0.89 0.94 
208  0.94 0.97 
209  0.89 0.94 
210  0.89 0.94 
249  0.89 0.94 

Table 3. Ontologies with difference in both their labels and structures 

test Name Precision Recall 
248  1 0.76 
250  0.6 0.09 
251  0.42 0.17 
252  0.59 0.7 
253  1 0.76 
254  0 0 
257  0.6 0.09 
258  0.42 0.17 
259  0.59 0.7 
260  0.6 0.1 
261  0.4 0.06 
262  0 0 
265  0.6 0.1 
266  0.4 0.06 
301 Real: BibTeX/MIT 0.73 0.53 
302 Real: BibTeX/UMBC 0.57 0.62 
303 Real: Karlsruhe 0.5 0.53 
304 Real: INRIA 0.84 0.9 
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Table 4, depicts summarized results of the three groups of tests and comparison of 
our method with some other systems. The last row of the Table 1 shows the harmonic 
mean (H-mean) of three upper values.  

Table 4. A comparison of VBOM with other systems on OAEI2005 test suit 

algo  VBOM   foam   omap ola 
test Prec.     Rec. Prec.     Rec. Prec.      Rec Prec.  Rec 
1xx 1.00     1.00 0.98     0.65 0.96     1.00 1.00  1.00 
2xx 0.81     0.74 0.89     0.69 0.31     0.68 0.80  0.73 
3xx 0.66     0.65 0.92    0.69 0.93     0.65 0.50  0.48 
H-means 0.80     0.77 0.93    0.68 0.56     0.75 0.71  0.67 

 
Although VBOM only focuses on sub/super class chains and properties in 

ontologies, our experiments show that it is comparable with hybrid models like foam 
[8] and ola [14] and omap [18] that use linguistic and structural methods. Even in 
some cases VBOM worked better than the hybrid methods. 

VBOM results show that in ontologies that include the sub/super predicate, it is 
possible to achieve reasonable results by focusing on this predicate and properties. 
This method is simple and efficient. 

5   Conclusions 

We have presented a structure-based semantic similarity measurement approach for 
mapping ontologies that can be directly applied to OWL ontologies. The work is 
based on the intuition that the similarity of two entities can be defined in terms of how 
these entities are similar with respect to their ancestors, successors and properties. We 
converted the source ontologies into a vector space of N dimensions. These 
dimensions represent distinct concepts, properties and ranges of datatype properties of 
two source ontologies. We mapped the concepts in the source ontologies into vectors 
containing nonzero weights in order to represent their properties and relationships 
with their ancestors and successors. Also properties are mapped into vectors 
containing nonzero weights in order to represent their domains and ranges. The results 
obtained from the tests performed over the Ontology Alignment Evaluation Initiative 
2005 test suite are promising. Labels are very important in our approach. After that 
structures can help the alignment process. In future, we are going to use a dictionary 
to benefit more from the same labels.  
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Abstract. This paper introduces the concept of accessibility from the
field of transportation planning and adopts it within the context of In-
formation Retrieval (IR). An analogy is drawn between the fields, which
motivates the development of document accessibility measures for IR
systems. Considering the accessibility of documents within a collection
given an IR System provides a different perspective on the analysis and
evaluation of such systems which could be used to inform the design,
tuning and management of current and future IR systems.

1 Introduction

Information Retrieval is the area that deals with the storage, organization, man-
agement and retrieval of information, where the goal of continual research in
the field is to find better methods of doing the same. In pursuit of this better-
ment evaluation has been instrumental in the development of IR Systems. While
evaluation has typically focused on the effectiveness [12], or the efficiency [14] of
the IR system, these are only two ways in which to assess the quality of an IR
system. In this paper, we introduce a complementary view to evaluation which
provides a higher level view of the IR system by focusing on the accessibility an
IR system provides to the documents in a collection.

Accessibility is an abstract concept coined almost 50 years ago in the land
use and transportation planning field [8], where it was defined as a measure of
potential opportunities for interaction with resources like employment, school-
ing, shopping, dining, etc. Measuring the accessibility in this context enabled
many studies (e.g. [8][10][13][5]) to be performed which examined, for exam-
ple, how changes in the levels of accessibility to such opportunities affected the
urban area (in terms of economic impact, social changes and so forth). The re-
sults of such studies provide valuable information to transportation planners and
city designers in the development of land use and transportation systems. Be-
fore this, planners and designers would focus on measures which were based on
the effectiveness and efficiency of the transportation system (such as, the travel
time between particular locations). However, accessibility provided a different
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perspective, and while related to effectiveness and efficiency, it takes a more
abstracted or high level view on the evaluation of transportation systems, con-
sidering more general concerns relating to access, instead of focusing on specific
instances.

Their definition of accessibility1 considers the accessibility of opportunities at
locations in a physical space (such as a city). The transportation system is the
means by which opportunities are made accessible (i.e., the road network and
the bus, cycle path and a bicycle, etc). In this context, the main consideration
in the design and management of the transportation system is to look beyond
efficiency and effectiveness and to consider the accessibility of opportunities given
a certain distance or the generalized cost the user is willing to incur to reach
these opportunities and the desirability of these opportunities.

In the context of Information Retrieval, an analogy of accessibility can be
made as follows. Instead of an actual physical space, in IR, we are predomi-
nately concerned with accessing information within a collection of documents
(i.e., information space), and instead of a transportation system, we have an In-
formation Access System (i.e., a means by which we can access the information
in the collection, like a query mechanism, a browsing mechanism, etc). The ac-
cessibility of a document is indicative of the likelihood or opportunity of it being
retrieved by the user in this information space given such a mechanism. For ex-
ample, in a hyper-linked collection exposed by a browsing-based system, a page
with no incoming or outgoing links will have no accessibility. Conversely, a page
with thousands of incoming links would be very accessible. Here, we consider the
accessibility of documents given an IR system, where documents are accessed by
querying the system. Each query provides a different ordering in which to access
the documents in the information space. Much like a particular bus taking a
pre-defined route through a city. However, unlike in the physical space, in the
information space, there is no constraint imposed by the user’s current location
(i.e., at a particular document) because the IR system facilitates access to the
collection regardless of location. The IR system is like being at a bus stop where
every possible bus route is available, (i.e., the universe of all possible queries),
and we can select any route desired, at any time. While this makes every docu-
ment potentially accessible, the choice of route and distance the user is willing
to travel will affect just how accessible documents are in the information space.

In this paper, our main contribution is the introduction of the concept of
accessibility and the proposal of how to measure accessibility in this context. To
do so, we first describe the related research in Section 2 and draw upon the

1 Accessibility is also a key concept in other areas but defined differently. For in-
stance, the disability rights movement advocates equal access to social, political,
and economic life which includes not only physical access but access to the same
tools, services, organizations and facilities. Another example is the World Wide Web
Consortium (W3C)’s Web Accessibility Initiative (WAI), which is aimed to improve
the accessibility of the World Wide Web for people using a wide range of user agent
devices, not just standard web browsers. However, accessibility in these contexts
concentrates on the physical aspects of accessing the information, and even extends
to issues regarding usability and mobility.
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extensive body of work in transportation planning and land use to provide the
basis in developing measures of accessibility for IR system. Then in Section 3,
we propose two IR based accessibility measures that are analogous to those
in the field of transportation. The introduction of accessibility presents many
different possibilities and challenges which can not be fully addressed here, so
we summarize this initial contribution in Section 4.

2 Related Work

In Hansen’s seminal paper [8] on measuring accessibility in transportation plan-
ning and land use, he defines how accessibility could be measured:

a measurement of the spatial distribution of activities about a point ad-
justed for the ability and the desire of people or firms to overcome spatial
separation. More specifically, the formulation states that the accessibility at
point 1 to a particular type of activity at area 2 (say employment) is directly
proportional to the size of the activity at area 2 (number of jobs) and inversely
proportional to some function of the distance separating point 1 from area 2.
The total accessibility to employment at point 1 is the summation of the ac-
cessibility to each of the individual areas around point 1. Therefore, as more
and more jobs are located nearer to point 1, the accessibility to employment
at point 1 will increase.

Key to this definition is the notion that as opportunities become further away
the less accessible they become, and that by considering all possibilities to op-
portunities subject to the cost function based on the distance apart, provides
a measure of accessibility. Essentially, this measure quantifies the potential of
opportunities for interaction [8]. In the context of IR, the opportunities are the
documents in the information space, and we wish to capture the potential of
documents for retrieval.

2.1 Measures of Accessibility in Transportation Planning

There are numerous measures of accessibility that have been proposed in the
field of Transportation Planning; the simplest and most popular measures are
the Cumulative Opportunity Measures and Gravity Based Measures.

Cumulative Opportunity Measures also known as Isochrone measures count
the number of opportunities that can be reached within a given travel time,
distance, or generalized cost [13]. An example application of the measure is “the
total number of dining opportunities within 400 metres”. The advantage of this
measure is that it is intuitive and easy to compute. However, the measure is
sensitive to the size of the range (around the point of interest) to be considered,
and the representation of the opportunities.

First derived by [8], Gravity Based Measures provide a general method for
measuring accessibility, which is widely used. They differ from cumulative based
measures in that they include a cost function within the calculation. Generally,
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the cost function takes the form of a negative exponential function (as described
by [8], above), such that opportunities that are further away will have a lower
impact on the final accessibility value. By “further”, it is meant in terms of time,
distance or generalized cost.

While more sophisticated measures have been developed, such as Utility Based
Measures [10] and Activity Based Measures [5], we shall only be considering the
former two methods in this work as they are the most widely used and accepted
measures in transportation and planning. Thus, it seems reasonable to use these
as a starting point to determine if they can be useful and informative in IR,
before developing more sophisticated measures.

2.2 Accessibility in Information Retrieval

Accessibility issues in IR have focused on restrictions (physical and virtual) to in-
dex or retrieve information, whether this is because of a physical impairment [6],
restricted access due to security clearance [9], or the inability to crawl portions
of the web [2]. In each case, documents are inaccessible to the user or the sys-
tem because of some physical or virtual limitation. For instance, in the latter
case, the inability to crawl a web site means that certain documents are not
indexed by the IR system, and therefore are not accessible to the user via the
IR system. Recently, it was posited that the “searchability” of a web site would
be affected by how easily pages can be crawled and how well the search engine
matches and ranks them [11]. Searchability and accessibility are therefore very
similar concepts. However, we are concerned with the influence of the IR sys-
tem on accessing documents. Others (e.g. [7][3]) have considered how documents
are accessed from the index in the retrieval process to facilitate more efficient
retrieval by considering processor, disk and memory constraints. For instance
“access-ordered indices” [7] are where the documents which are more likely to
be returned at higher ranks are placed before those that are not likely to be
returned at higher ranks. Another example, is the caching of queries [1], in web
search engines, where results pages are cached in response to popular queries in
order to facilitate efficient access.

In essence, IR is all about accessing information, and how the information
is accessed. Our work is focused on measuring the accessibility of documents
in the collection given the IR system used to access these documents. This is
different from past work, in that we are specifically examining the influence
of the IR system to restrict or promote access to the information within the
collection as opposed to other restrictions. This paper hopes to establish the idea
of accessibility as an integral concept in the field by highlighting its potential in
the practical task of developing, building, and optimizing IR Systems, as well as
diagnostics and evaluation.

3 Measuring Document Accessibility

Given a collection D, an IR system accepts a user query q and returns a ranking
of documents Rq, which are deemed to be relevant to q from within D by the IR
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system. We can consider the accessibility of a document as a system dependent
factor that measures how retrievable it is, with respect to the collection D and
the ranking function used by the IR system. Using the analogy of transporta-
tion, entering a query is like to choosing a particular bus, where the order of
documents returned are like the order of destinations reached for that given bus
route. Opportunities to interact with resources while traveling along the route
are reflected by going through the documents returned in the ranking Rq. The
accessibility of the resources (i.e., documents) is dependant on the willingness
of the user to travel a certain distance along the route (i.e., traverse down the
ranked list) and all the queries that users are likely to travel along. So, by adapt-
ing the measures from transportation planning, we propose a general measure
of the accessibility of a document, as:

A(d) =
∑

q∈Q

oq · f(cdq, θ) (1)

where oq denotes the likelihood of expressing query q from the universe of queries
Q and f(cdq, θ) is a generalized utility/cost function where cdq is the distance
associated with accessing d through q which is defined by the rank of the doc-
ument, and θ is a parameter or set of parameters given the specific type of
measure.

A cumulative based measure can then be defined as follows: θ = c, where c
denotes the maximum rank that a user is willing to proceed down the ranked
list. The function f(cdq, c) returns a value of 1 if cdq ≤ c (with the top-most
position considered as rank 1), and 0 otherwise. So, if returning a document
in response to a given query has a distance greater than c associated with it,
then it is considered unaccessible (for this query). For another query however, the
document may be accessible because the cost of accessing it is within the distance
c. Alternatively, the document could be considered accessible for the same query
but to a user who has a higher cost threshold. Since all the documents within
the cutoff defined by c are equally weighted, this type of measure emphasizes
the number of times the document can be retrieved within that cutoff over the
set Q.

A gravity based measure can also be defined by setting the function to reflect
the effort of going further down the ranked list, such that the further down
the ranking the less accessible a document becomes. There are numerous ways
in which such a function could be determined. Here, we adopt the function
suggested in [8], where the accessibility of the document is inversely proportional
to the rank of the document, such that:

f(cdq, β) =
1

(cdq)β
(2)

where, the set of parameters θ includes β which is a dampening factor that
adjusts how accessible the document is in the ranking. Interestingly, if the β
parameter is set to one, then accessibility of the document for the given query
is equivalent to the reciprocal rank of the document, which is related to the
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(expected) search length [4]. When there is only one relevant document, the
expected search length is equivalent to the reciprocal rank of the document.
Intuitively, the expected search length (ESL) and accessibility of documents is
related, because the expected search length corresponds to how many irrelevant
documents have to be examined in order to find the relevant documents. The
expected search length to a particular document is proportional to the accessi-
bility of the document for a given query. However, what the accessibility measure
captures is more general, i.e., how retrievable the document is given all possi-
ble/likely queries regardless of relevancy, but this link to ESL and reciprocal
rank appears to provide a connection between accessibility and effectiveness. As
we have previously mentioned this direction is left for future work.

Given either measure, A(d) provides an indication of the opportunity of re-
trieving d. This value can be obtained for each document d ∈ D so that we
can compare whether there is more opportunity to retrieve one document over
another. Using this measure to compare groups of documents has potential to
aid in the design, management and tuning of retrieval systems in a number of
ways. Imagine that for a given collection of documents and a given IR system,
the average A(d) of a set of documents is extremely high, while for another set of
documents the average A(d) is very low. Perhaps, the first set of documents was
a group of site entry pages, and our system has a prior towards such pages, thus
we would expect these pages to have a higher A(d). In this case, it is desirable
that these documents are so accessible. On the other hand, if the set of highly
accessible pages was composed of spam pages, because these pages have used
“tricks” to artificially inflate the number of queries for which they are retrieved,
then this is not desirable and the system needs to be adjusted. Alternatively,
if there is a set of documents which are virtually inaccessible in the collection,
then it is a management decision to decide whether these documents should be
included in the index or not.

At a higher level, the measure A(d) motivates questions regarding how ac-
cessible documents in the collection should be, and whether we are interested
in trying to “hide” or “promote” certain documents within the collection. Or
whether we should adopt an approach that ensures access to the information is
free from bias, i.e. “universal access”2 so that any document is as accessible as
any other document in the collection. This provides a novel framework for mea-
suring document accessibility, which enables the consideration of such questions
and issues.

4 Conclusion and Future Work

The main contribution of this paper is the introduction of the concept of acces-
sibility and quantifying the accessibility of documents in the collection given a
particular IR system. Measures of accessibility are not performance measures like
effectiveness or efficiency, but instead are measures of the potential of documents
2 As previously mentioned, the disability rights movement advocates equal access and

terms this notion as universal access.
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for retrieval. This abstraction provides a novel way to quantify and detect differ-
ent levels of accessibility within the collection imposed by the IR system. For a
system administrator, this could prove to be very useful in designing, managing
and tuning the IR system.

This work represents the initial step towards formalizing accessibility and de-
veloping accessibility measures for information spaces, in IR and more generally
for any Information Access system. However, there are many open problems,
challenges and issues which have arisen as a result of this work. Further research
needs to be conducted in two main directions:

1. the calibration, computation and estimation of document accessibility mea-
sures, and

2. the application of document accessibility measures.

Acknowledgements. The authors would like to thank Stephen Robertson, Keith
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Abstract. It is important to integrate contextual information in order
to improve the inaccurate results of current approaches for automatic
image annotation. Graph based representations allow incorporation of
such information. However, their behaviour has not been studied in this
context. We conduct extensive experiments to show the properties of
such representations using semantic relationships as a type of contextual
information. We also experimented with different similarity measures for
semantic features and results are presented.

1 Introduction

Multimedia content, and especially image and video, is produced at highly in-
creasing rates. This indicates the need for effective methodologies for storing
and organising multimedia content in order to render it accessible and reusable.
Early Content Based Image Retrieval (CBIR) systems were solely based on in-
dexing low-level visual features. The success of such systems, however, was lim-
ited mainly due to the semantic gap [1]. A solution towards bridging the semantic
gap is to index images using also semantic features, such as keywords, describing
the content of the image. The majority of Automatic Image Annotation (AIA)
systems incorporate statistical approaches for finding correlations between im-
age visual features and words used to annotate images in a training set. The
learnt correlations can then be used to annotate new images.

Often not all the keywords are distinguishable from the visual features alone.
For example the concepts of ’meeting’ and ’corporate leader’ are two of the
concepts used in the TrecVid 2006 evaluation campaign [2]. Contextual image
information can be used to identify concepts non-distinguishable from visual
features and improve object detection. Recently, it was shown that relationships
between semantic features can be utilised to improve the annotation performance
of existing algorithms [3]. Removing irrelevant terms and identifying others more
relevant to be included in the annotation can significantly improve performance.

Graphs and graph learning algorithms provide an interesting alternative for
the problem of inference using multi-modal representations of documents. Graph
� The research leading to this paper was supported by European Commission under

contracts FP6-027026(K-Space) and FP6-027122(Salero).
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representations of image collections have been previously used for Automatic Im-
age Annotation in [4] and Image Retrieval in [5]. In [4] only similarities between
visual features are incorporated in the graph while, in [5] relationships incor-
porating image usage information are also considered. In this paper a graph
representation is extended to incorporate semantic relationships and the effects
in annotation performance as well as the properties of the correlation measure
between graph nodes are investigated. Doing so we wish to study the poten-
tial of graph models and graph correlation measures for integrating contextual
information in an ad-hoc manner.

2 Images and Their Captions as a Graph

An image can be represented by a number of low-level visual features which can
be global (extracted from the whole image) or local (extracted from image regions
after a segmentation algorithm and concatenated to a single vector describing
the image region). In either case an image can be decomposed into a number
of feature vectors. Images, their corresponding feature vectors and words can
be represented as nodes in a graph G =< V, E >, where V is the set of all
nodes and E is the set of all edges. A similar strategy with those in [4] and [5] is
followed to construct the graph. Let W be the set of nodes representing unique
words w used as captions for all the images in the collection. Also let F be the
set of nodes representing all the feature vectors f extracted from all the images.
Finally let I be the set of all nodes representing images i in the collection. Then
the vertices of the Image Graph (IG) can be defined as V = I ∪ F ∪ W .

The relationship between images and their feature vectors can be encoded in
the IG by a pair of edges (in, fj) and (fj , in) connecting image nodes in and
their feature vectors fj . In a similar way relationships between images and their
caption words are encoded by a pair of edges (in, wj) and (wj , in). Now assume
that a function dist(fi, fj) returns a positive real value measuring the distance,
or dissimilarity, between two feature vectors. This function can be the Euclidean
distance or any other valid distance metric on feature vectors. Using this func-
tion, the k nearest neighbours of each feature vector fi are selected and a pair
of edges {(fi, fk), (fk, fi)} for all the k nearest neighbors, is used to denote their
similarity in IG. Similarly, assume a function dist(wi, wj) or sim(wi, wj) return-
ing a positive real number quantifying the distance or similarity of two words.
We will discuss these two functions in the next section. Again the k nearest
neighbours of each wi can be selected and a pair of edges {(wi, wk), (wk, wi)},
for all k, is included to the graph to represent semantic relationships between
words.

2.1 Finding Correlations between Graph Nodes

One measure of correlation between nodes in a graph can be derived as follows.
By performing a random walk on a graph the long term visit rate, or the station-
ary probability, of each node can be calculated. Random Walks with Restarts
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Fig. 1. Image graph with nodes corresponding to a new query image and its feature
vectors, QI, Qf1 and Qf2. k = 1 for this graph

(RWR) [6] are based on the same principle but the stationary probabilities are
biased towards a specific node, referred to as the restart node. Starting from a
node s, a RWR is performed by randomly following a link to another node at
each step with a probability a to restart at s. Let x(t) be a row vector where
x(t)

i denotes the probability that the random walk at step t is at node i. s is a
row vector of zeros with the element that corresponds to the starting node set
to 1. Also let A be the row normalized adjacency matrix of the graph IG. In
other words A is the transition probability table where the element ai,j gives
the probability of j being the next state given that the current state is i. The
next state is then distributed as

x(t+1) = (1 − a)x(t)A + as (1)

To annotate a new image it’s feature vectors are calculated and the corre-
sponding nodes are inserted to the graph, see Fig. 1. The starting node is set to
the new node corresponding to the query image (QI in Fig. 1). The stationary
probability of all words are calculated by recursively applying (1) until conver-
gence. Words are sorted in decreasing order of their stationary probability and
the top, say 5 words are selected to annotate the new image.

3 Semantic Relationships

In this study we adopt two approaches for calculating the semantic similarity of
words used as captions of images. The first method exploits the co-occurrence of
words in the WWW assuming a global meaning of words. The second exploits
the co-occurrence of words in the training set in order to identify particular uses
of words in the image collection.

3.1 Normalized Google Distance

Although the WWW is not the most reliable source of information, it does re-
flect the average interpretation of words’ meaning globally. Cilibrasi and Vitanyi
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[7] propose a method for estimating a distance between words by utilizing page
counts returned from web search engines. The probability of a word wi can be
taken to be the relative frequency of pages containing wi thus p(wi) = f(wi)/N ,
where f is a function which returns the number of pages containing wi in the search
engine’s index and N is the number of web pages indexed by the search engine.
Similarly the probability of a word wj , p(wj) as well as the joint probability of the
two words p(wi, wj) can also be obtained using a web search engine. Therefore the
conditional probability p(wi|wj) can be estimated as p(wi|wj) = p(wi, wj)/p(wj).
Since p(wi|wj) �= p(wj |wi), the minimum is taken in order to calculate a distance
between wj and wi giving dist(wi, wj) = min{p(wi|wj), p(wj |wi)}.

Based on this simple measure the authors in [7] develop the Normalized Google
Distance (NGD) that utilizes the Google search engine to estimate the meaning
and similarities of words. NGD is expressed as

NGD(wi, wj) =
max(log(1/f(wi)), log(1/f(wj))) − log f(wi, wj)

log N − min(log f(wi), log f(wj))
(2)

3.2 Automatic Local Analysis

Automatic Local Analysis (ALA) is mainly used for query expansion in tradi-
tional IR [8]. It utilises documents returned as a response to a user query in
order to calculate co-occurrences of words. Then the query can be expanded
with highly correlated keywords. The aim of the approach followed in this study
is to calculate a similarity between words regardless of the query, in order to
enhance the structure of the image graph with semantic relationships. Images
can be considered as documents while the frequency of a word in an image is
either 1 or 0.

Let H be an N × M matrix where N is the number of unique words used to
annotate the image collection and M is the number of images in the collection.
An element Hi,j is equal to 1 if and only if word wi is in the caption of image
wj and 0 otherwise. The co-occurrence correlation between wi and wj is then
defined as corr(wi, wj) =

∑M
t=1 Hit × Hjt

This measure gives the number of images where the two words appear to-
gether. Words that appear very often in the collection will tend to co-occur
frequently with most of the words in the vocabulary and thus the score can be
normalized to take into account the frequency of the words in the collection.

NormCorr(wi , wj) =
corr(wi, wj)

corr(wi, wi) + corr(wj , wj) − corr(wi, wj)
(3)

Using (3) the neighborhood of a word wi can be defined as a vector swi =
{NormCorr(wi, w1), . . . , NormCorr(wi , wN )}. Words having similar neighbor-
hood frequently co-occur with a similar set of words and thus they have some
synonymic relation. The semantic relationship between two words can then be
calculated using the cosine of swi and swj .
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4 Experiments and Results

In this study a subset of the Corel image collection consisting of 5000 manually
annotated images was used. The dataset is divided into a training set (4500
images) and a test set (500 images). For this dataset image regions are extracted
using the NormalisedCuts algorithm and visual features extracted from each
region are concatenated in a single vector. The visual features used are average
and standard deviation of RGB and LUV values, mean oriented energy and 30
degrees increments, region and location of the region, region convexity, region
angular mass and the region boundary length divided by the region’s area. For
more information about the features extraction and segmentation process refer
to [9]. The dataset is available for download1 and is extensively used in the
literature [9,10,11].

For the first run (RWR) of the algorithm described in Section 2, edges be-
tween word nodes denoting semantic relationships are discarded while individual
features in the region feature vectors are normalized to 0 mean and 1 variance.
The values for the restart probability and the number of nearest neighbors for
each region feature vector, as have been shown in [4], can be set empirically to
a = 0.65 and k = 3 respectively. The second run (RWR+ALA) incorporates
edges between word nodes indicated by the similarity of words as calculated
by Automatic Local Analysis described in Section 3.2. Finally in the third run
(RWR+NGD) the Normalized Google Distance is used to create edges between
word nodes based on their semantic distances.

Results in Fig. 2(a) and Fig. 2(b) are reported using average Accuracy [4],
Normalized Score[12] and average Precision-Recall [9,11,10] measures. Accuracy
for an image is defined as the number of correctly annotated words divided by the
number of the expected words for the particular image. The expected number of
words is the number of words in the true annotation of the image taken from the
test set. Normalized Score is defined as NS = Accuracy − inci/(Nw − ei) where
inci is the number of incorrectly predicted words for the ith image, Nw is the
number of words in the vocabulary and ei is the number of expected words for
the ith image. Averages are taken over all images in the test set. Precision and
Recall are measured for each word in the vocabulary and are defined as follows.
Precision is the number of correctly annotated images with a particular word
divided by the number of images annotated by that word. Recall is the number
of correctly annotated images divided by the number of relevant images in the
test set. The relevant images are simply the images having the particular word
in their true annotations. In this study we report average Precision Recall values
over all the words in the vocabulary.

Despite the small increase in performance, the differences in the Accuracy
and Normalized Score averages between the RWR and RWR+ALA runs are
statistically significant using a paired t-test with a 0.05 threshold. On the other
hand, the average differences between the RWR and RWR+NGD runs are not
statistical significant. This indicates that semantic relationships calculated using

1 http://kobus.ca/research/data/eccv 2002/

http://kobus.ca/research/data/eccv_2002/
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(a) Avg. Accuracy and Normalised Score (b) Avg. Precision and Recall

Fig. 2. Results obtained from the three runs of the algorithm. See text for description.

Automatic Local Analysis in the image graph can improve the annotation per-
formance although the increase is not dramatic.

Thenot statistically significant improvementof results obtainedbyRWR+NGD
can have two possible explanations. Firstly, in contrast to the assumption of the
authors in [7], NGD is not symmetric NGD(wi, wj) �= NGD(wj , wi). In [7] is as-
sumed that the Google search engine returns the same number of pages regard-
less of the order of the words in the query. Thus the second term in the numerator
of (2) is assumed to be symmetric. However, during this study it was found that
f(wi, wj) �= f(wj , wi) which was probably due to changes in the implementation
of the Google search engine. Secondly, NGD reflects the co-occurrence of words in
the WWW. While for some words these can be beneficial for image annotation, for
others might lead to the opposite results.

The improvement in performance in the RWR+ALA run is due to the im-
proved detection accuracy of particular words. Studying the raw results we found
that only 5 words are affected by the semantic relationships and the correspond-
ing Precision Recall values are given in Fig. 4. Studying the Precision Recall
measures for each individual word we also found interesting properties of the
stationary probability obtained by RWR. Firstly, we found that although for
some words there are significantly more training images in the training set than
for other words, most of the time the more frequent words are erroneously pre-
dicted. For example, for the word ’water’ there are 1004 images in the training
set. The Precision and Recall for this word is 0.269 and 0.931 indicating that
this word is erroneously predicted mostly due to its frequency in the training
set. On the other hand, for the word ’jet’ the corresponding Precision and Recall
values are 0.705 and 0.63 while there are only 147 images in the training set.

Secondly we found a relationship of the restart probability with the number
of words having at least one image correctly annotated. As the restart probabil-
ity increases the number of words with at least one image correctly annotated in-
creases. For a small restart probability only the most frequently occurring words in
the training set are predicted, while for a larger restart probability the stationary
probability favours word nodes closer to the query image node. In this context the
distance between nodes is the geodesic distance in the graph. In Fig. 4 we show how
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the number of words with positive recall behaves for different values of the restart
probability. For this experiment we did not use semantic relationships; however the
behavior is similar to when edges between word nodes are incorporated regardless
of the method used (ALA or NGD).

RWR RWR+ALA
Word Precision Recall Precision Recall

grass 0.22929 0.70588 0.23076 0.70588
rocks 0.16279 0.31818 0.16666 0.31818
ocean 0.35714 0.55555 0.38461 0.55555
tiger 0.62532 0.5 0.66666 0.6

window 0.33333 0.125 0.52356 0.125

Fig. 3. Precision Recall values for the five
words which are affected from semantic rela-
tionships

Fig. 4. Number of words with posi-
tive recall for different values of restart
probability

These findings suggest that the stationary probability obtained by RWR is
mostly affected by the frequency of occurrence of the words in the training
collection. In other words, it is affected by the connectivity of the nodes in the
graph. The notion of distance between nodes in the graph is reflected by the
restart probability, although there is not an explicit relation. We conclude that
both connectivity of nodes and the geodesic distances in the graph are important
properties that must be explicitly considered in the correlation measure.

5 Discussion and Conclusion

Although we achieved a small statistically significant improvement in annotation
performance, we have identified two drawbacks to the stationary probability as a
correlation measure. First, in contrast to traditional machine learning techniques,
the number of training samples for a particular word had negative effect on
annotation performance. Second, although the geodesic distances of nodes in the
graph are of significant importance in order to facilitate inference, the stationary
probability does not define a distance in the graph. The notion of distance is
encoded by the restart probability, but the relation is not clear.

One of the most successful applications of the stationary probability obtained
by Random Walks with Restarts is the so called PageRank[13] measure of web
page relevance. PageRank is an indicator of relevance based on the quality of
web page citation measuring in-links of each web-page. In such application the
edges in the graph denote attribute value relationships of the form ”page A
suggests/links to page B”. For AIA, the majority of edges in the image graph
denote similarities or distances between nodes. We conclude that for such type
of edges a correlation measure based mostly on the connectivity of nodes in the
graph is not appropriate, leading to the problems above mentioned.
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The graph representation, however, provides an interesting approach for inte-
grating contextual information which is vital for improving performance. There
are number of different graph correlation measures that can be defined which
might be more appropriate for the Automatic Image Annotation problem. We
are currently experimenting with other measures such as the Average First Pas-
sage Time [14,15].
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Abstract. This work explores a novel approach for conversation detec-
tion in email mailboxes. This approach clusters messages into coherent
conversations by using a similarity function among messages that takes
into consideration all relevant email attributes, such as message subject,
participants, date of submission, and message content. The detection al-
gorithm is evaluated against a manual partition of two email mailboxes
into conversations. Experimental results demonstrate the superiority of
our detection algorithm over several other alternative approaches.

1 Introduction

Electronic mail (email) has become one of the most popular tools for handling
conversations among people. In general, a typical user mailbox contains hundreds
of conversations. Detecting these conversations has been identified a long ago as
an important task [4]. Clustering the messages into coherent conversations has
many useful applications, among them are allowing users to see a greater context
of the messages they are reading and collating related messages automatically.

Several email clients deal with conversation detection by detecting email
threads. The Internet message format, RFC 2822 [10], is a common standard
that specifies a syntax for text messages within the framework of email systems.
It does not provide a precise definition of an email thread, but instead defines
how an email thread can be detected using structural attributes embedded in
email messages, such as “In-Reply-To”, “References” and “Message-ID”.

Thread detection based on structural attributes has some challenges, start-
ing with that not all email clients support the structural attributes required for
detecting email threads [5,8]. In this work, we follow the path of conversation
detection based on email attributes. We begin by sharpening the distinction
between email threads and conversations. A thread is defined and detected ac-
cording to the RFC 2822 standard, while a conversation is defined as an exchange
of messages among the “same” group of people on the “same” topic1. We group
messages into coherent conversations by using a similarity function that takes
into consideration all relevant email attributes, such as message subject, partic-
ipants, date of submission, and message content. We study the contribution of
1 The notions of the same group of people and the same topic will be clarified in

Section 3.
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the message attributes to conversation detection by experimental analysis using
a set of email messages that were manually clustered into coherent conversa-
tions. We show experimentally that the detected conversations better suit the
user’s expectations (as reflected by the manually marked conversations) than
structural-based email threads.

2 Related Work

Extensive research has been done over the past years on using email structure,
and especially email threads, in several email-based applications [4,6]. Thread
detection has also attracted significant attention [5,8,9]: Lewis and Knowels [8],
and recently Aaron and Jen-Yuan [1], show that by applying text matching
techniques to the textual portions of messages they are able to detect threads
effectively.

While these methods are highly effective in detecting threads, they may fail to
detect all conversations. Klimt and Yang [5] group messages that have the same
subject attributes and are sent among the same group of people. Conversations,
on the other hand, may span several threads with similar (but not exact) subject
lines. In addition, a conversation may not include all the participants in all the
messages.

Recently, Gabor et al. [2] developed an email client extension that clusters
messages by topic. The similarity between two messages, as applied by the clus-
tering algorithm, is based on the email message subject, date, participants, and
content attributes. Their approach is the most similar to ours and will likely
detect similar conversations to those observed by our method. However, as they
noted, their clustering approach is focused on topic detection, hence messages
belonging to different conversations on the same topic will be clustered together.

3 Conversation Detection

In this section we formally describe the process of detecting conversations from
a collection of email messages. We begin by defining the basic concepts used in
this work:

Email Thread: is a sequence of messages, ordered by their date of submission,
that are related according to their structural attributes as defined by the Internet
standard RFC 2822 [10].

Subject Thread: is a sequence of messages, ordered by their date of submission
that are related according to their subject attribute regardless of their structural
relationships. Two messages, e1 and e2, belong to the same subject thread if and
only if their “core” subject is identical. A “core” subject is extracted from the
full message subject by eliminating common prefixes such as “Re:”, “Re: Re:”,
“Fwd:”, etc., which are very common in email systems.

Sub-Conversation: is a sequence of messages, ordered by their date of sub-
mission, belonging to a subject thread that focus on the same topic and are
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among the same group of people. A subject thread may contain one or more
sub-conversations. One breaks a subject thread by replying to a message while
keeping the subject, however changing the topic or modifying the participants.
Another indication for a new conversation in the same subject thread, as noted
in [8], is a long time break between two consecutive messages. In addition, users
may compose a new message on a different topic, but with the same subject
appeared in other previous messages.

Conversation: is a sub-conversation, or a sequence of sub-conversations that
focus on the same topic and are among the same group of people. The sequence
of the sub-conversations is ordered by their date attribute.

3.1 Message Similarity

We measure the similarity between two messages as a linear combination of the
similarity between their attributes.

Subject: The similarity of two subject attributes is determined by the subject
words. Let Si and Sj be the sets of words belonging to the core subject at-
tributes of two messages, ei and ej , respectively. Then the subject similarity is
defined by the Dice coefficient similarity: subj(ei, ej) = 2|Si∩Sj |

|Si|+|Sj| . For a conversa-
tion containing several sub-conversations, the subject attribute is determined by
concatenating the subjects of all sub-conversations. Therefore, the same function
will be used to measure subject similarity between conversations.

Date: Date attributes are highly important for detecting conversations. As
Kalman and Rafaeli [3] discovered, a reasonable response time for an email
message is five days after it has been sent while most messages are being replied
in a matter of hours. Therefore, we use a max date difference threshold, mdf ,
above which the date similarity is zeroed. Let di and dj be the date attributes
of two messages, ei and ej respectively. The date similarity of two messages is
defined as: date(ei, ej) = 1 − min(1,

|di−dj |
mdf ).

The date of a conversation is defined as a (ds, de) pair where ds and de are set
to the earliest and latest dates of all messages in the conversation. Let (dsi , dei)
and (dsj , dej ) be the date attributes of two conversations, ci and cj respectively,
and without loss of generality let dsi ≤ dsj . The date similarity of two conver-
sations is defined as:

– If dej ≤ dei then the time range of conversation cj is fully contained in the
time range of ci and date(ci, cj) = 1.

– If dei ≤ dsj then the conversations are disjoint. If dei > dsj then the conver-
sations intersect. In both cases date(ci, cj) is computed as date(ei, ej), where
di = dei and dj = dsj .

Participants: A participants attribute is determined by an aggregation of all
participants mentioned in the From, To, and Cc attributes of the message. In
[2], the similarity between two participant attributes is calculated by the Dice
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coefficient similarity between two sets, while excluding the mailbox owner due to
his/her participation in all the mailbox messages. One drawback of this approach
is that there is no distinction between active and passive participants.

We define the participants similarity by using a variant of the Dice similar-
ity, taking the activity role of participants into consideration. Let Pi and Pj

be the sets of participants of messages ei and ej respectively, including the
mailbox owner. Let w(p, e) be the activity weight of participant p in mes-
sage e. We associate a high activity weight for active participants (coming
from the From and To message attributes), a lower weight for passive ones
(from the Cc attribute), and a zero weight when p does not participate in mes-
sage e. Since participants might have different activity roles in the two mes-
sages, we average the activity weights of the participants over the two messages:
aw(p, ei, ej) = w(p,ei)+w(p,ej)

2 . The participants similarity between two massages

is defined as: part(ei, ej) =
∑

p∈Pi∩Pj
aw(p,ei,ej)

∑
p∈Pi∪Pj

aw(p,ei,ej) .

The activity weight of a participant in a conversation is determined by aver-
aging its activity weight over the sequence of messages. Hence, part(ci, cj) can
be computed as part(ei, ej) while using the average weight of participants over
the sequence of messages.

Content: While creating a reply message, many email clients automatically
quote the previous message content in the reply. In a long thread of messages, the
quoted part of some messages might be very long comparing to their unquoted
part. We therefore recursively split the content of a message to its quoted and
unquoted parts.

Given two messages ei and ej with their corresponding elements ei1 , . . . , eim

and ej1 , . . . , ejn , as extracted from the message content. In addition, and without
loss of generality, let date(ei) > date(ej). We compute the textual similarity
between each element in ej to the unquoted part of ei taking the maximum
value as the similarity measure between the two messages.

The similarity between two elements is calculated using the well-known tf −
idf cosine similarity, sim(ei, ej). Given elui , the unquoted part of message ei,
and elj1 . . . eljk

the elements of message ej, the content similarity between two
messages (ei, ej) is defined as: content(ei, ej) = max1≤t≤k sim(elui , eljt).

For a sub-conversation Si, the content attribute includes the unique elements
from all its messages. The content similarity between a message ek and sub-
conversation Si, content(ek, Si), is calculated exactly the same, only we compare
the unquoted part of ek to all the elements of Si. Given two sub-conversations Si

and Sj and their corresponding unique elements Si1 , . . . , Sim and Sj1 , . . . , Sjn , we
compute the maximal similarity between all elements of Si to all elements of Sj .

Similarity Function. Finally, the similarity between two messages, ei and ej

is computed by a linear combination of the similarities between their attributes:

Sim(ei, ej) = ws × subj(ei, ej) + wd × date(ei, ej) + (1)
wp × part(ei, ej) + wb × content(ei, ej)
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Since all similarity functions of all attributes are also defined for conversation
attributes, Equation 1 can also be used to measure the similarity between such
instances.

3.2 The Conversation Detection Algorithm

Figure 1 illustrates the conversation detection process. It begins by grouping
messages with an identical “core” subject into Subject threads. These threads
are broken to sub-conversations, each includes all messages belonging to the
same conversation according to their similarity matching (using Equation 1).
Finally, similar sub-conversations are grouped together to form conversations
(using Equation 1).

Fig. 1. The conversation detection process

The clustering algorithm can also be applied incrementally. Sorting messages
and conversations by their date attributes allows us to efficiently compare a new
arriving message to all the conversations detected so far. If a good candidate is
found (if the similarity of the message to a conversation is higher than a certain
threshold), we can add this message to that conversation. Otherwise we start a
new one.

4 Experiments

To evaluate our approach, we need a set of manually marked messages of a
single mailbox. One candidate is to use a mailbox from the publicly available
Enron corpus [5]. However, marking conversations in a mailbox is a subjective
task which strongly depends on the user’s familiarity with the mailbox content.
Our attempts to mark messages in this corpus proved almost infeasible - since
often looking at a single message gave no obvious clues as to which conversation
the message should belong. We therefore manually marked conversations in two
mailboxes, each marked by its owner.

We used two manually marked mailboxes (mailbox A and B). The recent
448 messages of mailbox A were classified to 145 subject threads, that were
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manually split to 161 sub-conversations which were grouped to 147 conversations.
The recent 500 messages of mailbox B were classified to 355 subject threads,
that were manually split to 376 sub-conversations which were grouped to 334
conversations.

4.1 Evaluation Process

One way to compare manual and automatic detected conversations is to measure
the distance between the two partitions of the same set of messages. We com-
pare the two partitions by measuring the agreement between them. Given a set of
messages, partitioned into n manual conversations Mc = {MC1, . . . , MCn}, and
k automatic conversations, Ac = {AC1, . . . , ACk}. We use Tp to mark the num-
ber of message pairs, each belongs to one of the automatic conversations, ACi,
for which there exists a manual conversation MCj containing both messages of
the pair.

The number of all message pairs, Np, in the manual conversations is: Np =
∑n

i=1
|MCi|(|MCi|−1)

2 . We define the similarity between the manual and automatic
partitions to be Tp

Np
. Note that the similarity between two identical partitions is

maximal (1.0), since any pair of messages belonging to an automatic conversation
also belongs to the corresponding manual conversation.

4.2 Results

Sub-Conversation detection evaluation. To evaluate the applicability of
using sub-conversations for conversation detection, we break subject threads to
sub-conversations using the algorithm described in Section 3.2, experimenting
with different coefficient weights of the similarity function defined in Equation
1. We then evaluate the similarity between the two partitions.

The results are given in Table 1 and demonstrate the significance of consid-
ering all message features by the similarity function. Column All shows that
considering all the attributes gives better results than considering only a subset
of them. The detection quality for both mailboxes was very high (0.99), which
suggests that detecting sub-conversations in subject-threads is an easy task. In
addition, Table 1 shows that both mailbox owners consider the date attribute
as the most important one for detecting sub-conversations.

Table 1. Sub-conversation detection re-
sults, using different coefficient weights

Coeff. Independent Pairs All
Date 1.00 0.00 0.00 0.50 0.50 0.00 0.50
Content 0.00 1.00 0.00 0.00 0.50 0.50 0.20
Part. 0.00 0.00 1.00 0.50 0.00 0.50 0.30
Score A 0.98 0.91 0.87 0.89 0.93 0.90 0.99
Score B 0.97 0.84 0.85 0.97 0.86 0.84 0.99

Table 2. Conversation detection re-
sults, using different coefficient weights

Coeff. Independent All 1 All 2
Date 1.00 0.00 0.00 0.00 0.05 0.05
Content 0.00 1.00 0.00 0.00 0.40 0.60
Part. 0.00 0.00 1.00 0.00 0.25 0.10
Subject 0.00 0.00 0.00 1.00 0.30 0.25
Score A 0.93 0.93 0.91 0.92 0.96 0.92
Score B 0.71 0.82 0.72 0.79 0.85 0.90
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Conversation detection evaluation. To evaluate the applicability of our
conversation detection process we group sub-conversations to conversations, ap-
plying the algorithm described in 3.2 with different coefficient weights of the
similarity function. We then evaluate the similarity between the two partitions.

The results are given in Table 2 and show that the detection quality for both
mailboxes was higher when considering all message attributes than only indepen-
dent ones. In addition, the results show that to get higher-quality conversations
for mailbox B, the content attribute should be weighted higher than for mailbox
A. This shows that detecting conversations in ones mailbox is not an intuitive
task and that different coefficient weights apply to different mailbox owners.
However, Table 2 shows that both mailbox owners consider the date attribute
as almost insignificant for the conversation detection task, and that the content
attribute is more important than the subject attribute.

The coefficient weights in the All columns in Tables 1 and 2 were selected
empirically after applying various weights combinations. The results show that
the weights in column All 1 in Table 2 are better for mailbox A than for mailbox
B and the weights in column All 2 produce better results for mailbox B. The
weights somewhat reflect the mailbox owner’s opinion on what constitutes a
conversation. Therefore the algorithm should learn and adjust the proper weights
for a mailbox over time, using machine learning approaches similar to those
described in [7].

Figure 2 summarizes the evaluation scores of the different detection methods
based on email threads, subject threads, sub-conversations and automatic de-
tected conversations. It shows very clearly the drawbacks of email threads for
this task. It also shows that subject threads encapsulate most conversations in
the mailbox. Sub-conversations alone, as expected, are inferior to detecting full
conversations as they are only part of the process. However, they are also inferior
to subject threads. The reason is that some of the sub-conversations represent
partial conversations, which are scored lower than the subject threads containing
them, while the full conversations that include those partial sub-conversations
are only detected by the final stage of the algorithm.

Fig. 2. A summary of the evaluation scores of the detection methods
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5 Summary

This work explored a novel approach for detecting conversations in a mailbox.
We defined a conversation as an exchange of messages among the “same” group
of people on the “same” topic, and discussed the distinction between such con-
versations and traditional email threads that are usually used for conversation
detection.

Our experiments (and their corresponding results) show that for detecting
conversations in email messages, one should consider all message attributes. Us-
ing all the attributes for measuring similarity gave the highest results in both
experiments of sub-conversation and conversation detection. In addition, we have
shown the superiority of our algorithm to alternative approaches.

We believe that the type of conversations described in this work can benefit
applications that rely on email threads from the end user’s perspective. For
example, the email summarization methods described in [6] may produce better
summaries for the end user when coherent conversations are used rather than
email threads. Similarly, the visualization systems described in [4] might better
display conversations rather than email threads to the end user. We believe that
users will benefit even more when provided with a view that displays coherent
conversations rather than email threads.
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Abstract. As the world has shifted towards manipulation of information and its 
technology, we have been increasingly overwhelmed by the amount of available 
multimedia data while having higher expectations to fully exploit these data at 
hands. One of the attempts is to develop content-based multimedia information 
retrieval systems, which greatly facilitate us to intuitively search by its contents; 
a classic example is a Query-by-Humming system. Nevertheless, typical 
content-based search for multimedia data usually requires a large amount of 
storages and is computationally intensive. Recently, time series representation 
has been successfully applied to a wide variety of research, including 
multimedia retrieval due to the great reduction in time and space complexity. 
Besides, an enhancement, Uniform Scaling, has been proposed and applied 
prior to distance calculation, as well as it has been demonstrated that Uniform 
Scaling can outperform Euclidean distance. These previous work on Uniform 
Scaling, nonetheless, overlook the importance and effects of normalisation, 
which make their frameworks impractical for real world data. Therefore, in this 
paper, we justify this importance of normalisation in multimedia data and 
propose an efficient solution for searching multimedia time series data under 
Uniform Scaling and normalisation. 

Keywords: Content-Based Multimedia Retrieval, Time Series, Uniform 
Scaling. 

1   Introduction 

As the world has shifted towards manipulation of information and its technology, 
multimedia data have played a crucial role in our daily lives. We feel much more 
comfortable in using multimedia data as a medium to communicate with each other, 
to present new ideas, or even to entertain ourselves. While the amount of multimedia 
data has been increasing dramatically and continually, our expectations of 
manipulating these data have as well been escalating. However, multimedia data 
manipulation typically requires a large amount of storages and is computationally 
intensive. Recently, time series representation has been proposed to help alleviate this 
burden, and it has been successfully applied in multi disciplines such as science, 
bioinformatics, economics, and multimedia [1].  
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Transformation from multimedia data into time series data is simple and 
straightforward, e.g., audio data in query by humming. We can just extract a sequence 
of pitch from a sung query and then use this time series as a query to retrieve an 
intended song from the database. For other types of multimedia data such as videos 
and images, several techniques have been proposed to convert them into time series 
data [2-5]. 

The main objective of the time series transformation of multimedia data is to 
achieve an efficient representation for data manipulation, including information 
retrieval. The heart of information retrieval, especially in time series retrieval, is 
similarity measurement, where Euclidean distance is prevalent. However, Euclidean 
distance seems to be impractical in several applications, particularly for multimedia 
applications, where shrinking and stretching of the data are very typical. For example, 
in query-by-humming system, users tend to sing queries slower or faster than the 
songs in the database. Hence, scaling of the data before distance calculation is very 
important. Uniform Scaling (US) was introduced to solve this problem [3]. 
Unfortunately, US comes at a cost and cannot scale well with large databases. 
Therefore, a lower bounding of US [3] was introduced to achieve significant speedup 
over the calculation by efficiently pruning a large number of unwanted sequences 
before costly distance calculation. Although this technique appears to be a practical 
solution for multimedia retrieval, unawareness of normalisation causes serious flaws 
in the previous framework.  
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Fig. 1. a) A sequence of pitch extracted from a sung query sequence of a “Happy Birthday” 
song represented by a query sequence Q, and a MIDI pitch contour of the same song 
represented by a candidate sequence C. b) A rescaled query sequence with a scaling factor = 
1.25 c) Both sequences after normalisation at the query’s length. The shaded region shows their 
Euclidean distance. 

Generally, normalisation is crucial for similarity measurement in time series data 
since it enables us to measure the underlying shapes of time series. For example, in 
query by humming, we want to search a song database for the one with a segment that 

a) 

c) 

b) 
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is most similar to the sung query, regardless of the higher or lower key sung. 
However, to achieve this music key invariance, we must remove any existing offsets 
of both a query and a candidate sequence. If we do not normalise both sequences 
before distance calculation, this measurement will not be sensible. In Fig. 1 a), the 
shape of a query sequence extracted from a “Happy Birthday” sung query and the 
shape of a candidate sequence from the same part of the song are quite similar. 
Nevertheless, if we measure the similarity of these sequences by using only Euclidean 
distance without any pre-processing to the data, the distance will be excessive. Thus, 
rescaling and then normalising both sequences before distance calculation are crucial 
steps to achieve accurate and meaningful retrieval (see Fig. 1 b) and c)). 

Though normalisation is one of the most important parts of similarity 
measurement, the current technique [3] has been developed while overlooking the 
importance of normalisation, which causes their framework to appear impractical for 
multimedia retrieval. Besides, their proposed lower-bounding function, which claims 
large pruning power, is invalid under normalisation condition. Hence, we propose a 
lower-bounding function that specifically deals with this normalisation problem 
efficiently and calculates a distance under the US, where no false dismissals are 
guaranteed.  

2   Background 

We begin with a formal problem definition and reviews of necessary background. 
 

Problem definition. Suppose we have a query sequence Q of length m, where Q = 
q1,q2,q3,…,qm. It is scalable between lengths sfmin*m and sfmax*m, where sfmin and 
sfmax are minimum and maximum scaling factors respectively, i.e., we can shrink or 
stretch a query sequence from any length sfmin*m to sfmax*m, where sfmax ≥ 1 and 0 
< sfmin ≤ 1. In addition, each candidate sequence C of length n, C = c1,c2,c3,…,cn, is 
stored in a database D. For simplicity, here, we define n ≥ sfmax*m. Finally, we want 
to find the most similar-shaped candidate sequence C in the database D to the query 
sequence Q, which is also scalable in arbitrary lengths between sfmin*m and 
sfmax*m. 
 
Definition 1. Squared Euclidean distance: We define a squared Euclidean distance 
measure in eq.(1), which calculates distance between two sequences of equal length m 
(query’s length). Note that the square root from the original Euclidean distance has 
been removed for an optimization purpose [3].  

∑
=

−≡
m

i
ii cqCQ

1

2)(),D(  (1) 

Definition 2. Uniform Scaling: Uniform Scaling is a technique that uniformly 
stretches or shrinks a time series. In this approach, if we want to stretch a prefix of a 
candidate sequence C of length l to length m, we can use a scaling function in eq.(2); 
shrinking of a candidate sequence is done similarly to a stretching process. 
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We can formally define the US function as follows. 

⎣ ⎦ mjcc mljj ≤≤= ∗ 1where/  (2) 

For the US distance calculation, prefixes of a candidate sequence C of length l, 
where ⎣ ⎦ ⎣ ⎦ ),min( nmsfmaxlmsfmin ∗≤≤∗ , are rescaled to length m (query’s length). 

Then we use a squared Euclidean distance function to calculate distance between a 
query sequence and all rescaled prefix sequences in order to find a minimum distance 
value ranging from sfmin to sfmax.  

The formal definition of a Uniform Scaling distance function (US) is defined in 
eq.(3), where RP(C,m,l) is a Rescaled Prefix function that returns a prefix of a 
candidate sequence of length l rescaled to length m. 

⎣ ⎦

⎣ ⎦
)),,,D(RP(min),,,US(

),min(

QlmCsfmaxsfminCQ
nmsfmax

msfminl

∗

∗=
=  

/
where RP( , , ) ;1 and 1i j l m

C m l c i m j m∗⎢ ⎥⎣ ⎦
= ≤ ≤ ≤ ≤  

(3) 

 

Definition 3. Lower bounding of Uniform Scaling [3, 6]: Lower bounding of Uniform 
Scaling is a distance approximation function, which can quickly compute a lower-
bounding distance between a query and a candidate sequences; however, this lower 
bound value must not exceed the true distance value in order to be a valid lower-
bounding function. To illustrate the idea, two new sequences are created, an upper 
envelope sequence UY and a lower envelope sequence LY enclosing a candidate 
sequence. This envelope represents all scaled candidate sequences for a lower-
bounding distance calculation.  

UY and LY are formally defined in eq.(4). Note that a lower bounding distance can 
simply be a squared Euclidean distance between a query sequence and the candidate’s 
envelope, as defined in eq.(5). 

⎣ ⎦ ⎣ ⎦ ),,max( sfmaxisfminii cc  UY ∗∗ …=  

⎣ ⎦ ⎣ ⎦ ),,min( sfmaxisfminii cc  LY ∗∗ …=  
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⎪
⎩
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3   Our Proposed Method 

As mentioned earlier, without realising an importance of normalisation, the distance 
measurement under US scheme becomes almost meaningless. Besides, the existing 
lower-bounding function cannot correctly calculate the distance for normalised 
sequences without false dismissals. For example, in Fig. 2, a query Q is a rescaled 
version of the candidate’s prefix C; hence, the distance between these two sequences 
should be zero according to their shape similarity. However, in Fig. 2 b), it is apparent 
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that the lower-bounding distance between a normalised query and the lower-bounding 
envelope is not zero as it should be. This phenomenon definitely violates the lower-
bounding criteria, where the lower-bounding distance must guarantee not to exceed 
the true distance. Therefore, the existing lower-bounding function may cause some 
false dismissals. In an attempt to correct this flaw, we propose the US under 
normalisation condition, together with a corresponding lower-bounding function, 
which guarantees not to cause false dismissals, as shown in Fig. 2 c).  
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Fig. 2. a) Raw pitch contours are extracted from a “Happy Birthday” song sequence. C 
represents the candidate song, and Q is the query sung in a slower tempo (scaling factor = 1.2). 
b) and c) the query and the candidate sequences are z-normalised within the query’s length 
enclosed by different lower-bounding envelopes with the scaling factors ranging from 0.7 to 
1.3. b) The previous lower bounding of US function [3]. c) Our proposed lower bounding of US 
that is guaranteed not to cause any false dismissals. 

Definition 4. Uniform Scaling with Normalisation: The formal definition of US with 

normalisation is shown in eq.(6), where Q′  is a normalised query, and lc K1  and 

SD(c1…l) are mean and standard deviation values of a candidate’s prefix of length l 
respectively. 
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Definition 5. Lower bounding of Uniform Scaling with Normalisation: We develop a 
bounding envelope as shown in eq.(7), where UZ′i and LZ′i are an upper envelope and 
a lower envelope respectively. The distance calculation function is shown in eq.(8). 
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4   Experiment 

In this section, we conduct an experiment to reconfirm that our approach is able to 
efficiently search through large multimedia databases by evaluating pruning power of 
the proposed lower-bounding function. The pruning power directly reflects the quality 
of the lower-bounding function. It is defined as the ratio of the candidate objects that 
can be disregarded from further calculations to the total number of candidates [6, 7], 
as shown in eq.(9). 

sequencescandidateofnumbertotalThe

candidatesprunedofnumberThe
PowerPruning =  (9) 

In our experiments, we use 55 sung queries collected from 12 subjects of both 
genders. Then we extract sequences of pitch from the sung queries by using 
autocorrelation algorithm [8]. To observe the effect of different sequence lengths, we 
select sung queries that are sufficiently long, and crop their prefixes to lengths 75, 
100, and 125 data points. The candidate sequences in databases are generated from 
the subsequences extracted from the MIDI files using a sliding window size of 
125*sfmax data points, where maximum scaling factor is 1.4.  

To demonstrate the quality and utilities of our lower-bounding function, we test 
our proposed lower-bounding function on a simple query-by-humming system in two 
aspects using 1-nearest-neighbour algorithm. First, we inspect the pruning power 
using different lengths and different ranges of scaling as shown in Fig. 3, where the 
database contains 22441 subsequences. Second, we conduct an experiment to observe 
the effect of database sizes on pruning power by varying the number of subsequences; 
we use 22441, 55595, 107993 and 220378 subsequences from 100, 250, 500 and 1000 
songs respectively to construct the databases. Note that queries’ length is 100 data 
points, and the scaling factor ranges from 0.7 to 1.3. The result is shown in Fig. 4. 

According to the experiment result in Fig. 3, the pruning power of our proposed 
method is quite impressive since the proposed lower-bounding function can prune a 
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Fig. 3. The pruning power of different length and different ranges of scaling factors 
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Fig. 4. The pruning powers in different-sized databases 

large number of candidate sequences in database in every scaling. However, the wider 
the range of scaling factors are, the smaller the pruning power will become because 
the increasing range of scaling factors will also increase the size of the lower-
bounding envelope. In addition, longer sequences appear to have smaller pruning 
power than that of the shorter sequences.  

Fig. 4 demonstrates that pruning power will increase as the size of database 
increases. This is one of the most desirable properties for lower-bounding functions. 
However, the normalisation also affects the pruning power because the distance 
between the normalised query and the normalised candidate sequences is greatly 
reduced comparing with the distance between unnormalised sequences. Nonetheless, 
we would like to reemphasize the importance and necessity of normalisation, 
especially in multimedia applications. 

5   Conclusions 

We have shown that a lower-bounding function of US for normalised time series can 
efficiently prune a large number of candidate sequences in the database and 
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significantly reduce the time complexity in the retrieval, especially for multimedia 
data. Although this lower-bounding function can achieve dramatic speedups by 
pruning almost all the candidate sequences before finer calculations, scalability to a 
truly massive database is still a challenge for future research directions. 
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Abstract. Current representation schemes for automatic text classifi-
cation treat documents as syntactically unstructured collections of words
or ‘concepts’. Past attempts to encode syntactic structure have treated
part-of-speech information as another word-like feature, but have been
shown to be less effective than non-structural approaches. We propose a
new representation scheme using Holographic Reduced Representations
(HRRs) as a technique to encode both semantic and syntactic structure.
This method improves on previous attempts in the literature by encoding
the structure across all features of the document vector while preserv-
ing text semantics. Our method does not increase the dimensionality of
the document vectors, allowing for efficient computation and storage.
We present classification results of our HRR text representations versus
Bag-of-Concepts representations and show that our method of including
structure improves text classification results.

Keywords: Holographic Reduced Representations, Vector Space Model,
Text Classification, Part of Speech Tagging, Random Indexing, Syntax,
Semantics.

1 Introduction

Successful text classification is highly dependent on the representations used.
A representation of a dataset that leaves out information regarding prominent
features of the dataset will result in poor performance, no matter how good the
classification algorithm may be. In the case of natural language text, there are
many choices which must be made in converting the raw data to high-dimensional
vectors for these algorithms to process. Currently, most approaches to text clas-
sification adopt the ‘bag-of-words’ document representation approach, in which
the grammatical structure, and semantic relationship between words in a docu-
ment is largely ignored, and their frequency of occurrence is considered as most
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important. This is largely because past approaches that have tried to include
more complex structures or semantics have often been found lacking [1].

However, these negative conclusions are premature. More recent work that
employs automatically generated semantics using Latent Semantic Analysis and
Random Indexing have been shown to be more effective than bag-of-words ap-
proaches in some circumstances [2]. As a result, it seems more a matter of de-
termining how best to represent semantics, than of whether or not semantics is
useful for classification.

Here we demonstrate that the same is true of including syntactic structure.
A recent comprehensive survey suggests that including parse information will
not help classification [1]. However, the standard method for including syntactic
information is simply to add the syntactic information as a completely new, inde-
pendent feature of the document. In contrast, our method takes a very different
approach to feature generation by distributing syntactic information across the
document representation. This avoids limitations of past approaches.

2 Bag-of-Words and Bag-of-Concepts

One of the simplest and most common text representation is the Bag-of-Words
(BoW) scheme, where a document is represented as a vector of weighted (typ-
ically term frequency-inverse document frequency) word frequency counts. The
dimensionality of these document vectors is typically very high; however, they
are also typically very sparse.

The Bag-of-Concepts (BoC) text representation is a more recent representa-
tion scheme [2] meant to address the deficiencies of the BoW representations
by implicitly representing synonymy relations between document terms. BoC
representations are based on the intuition that the meaning of a document can
be considered as the union of the meanings of the terms in that document.
BoC representations is often significantly less than the dimensionality of BoW
representation yielding better computational efficiency for classification tasks.

There have been two approaches taken to define a ’context’ in BoC represen-
tations. The first is to use the Latent Semantic Indexing (LSI) model [3], which
uses the entire document as a single context and each term context vector is a
vector of the weighted counts in which it occurs in each document. The second
is the Hyperspace Analogue to Language model [4], which uses individual words
as contexts and each term context vector is a vector of the weighted counts in
which it co-occurs with other words as determined by passing a fixed-size sliding
window over the document. In this paper, we investigate both approaches for
our new method.

3 Context Vectors and Dimensionality Reduction

Reducing the dimensionality of document term frequency count vectors is a key
component of BoC context vector generation. Exploiting the Johnson-
Lindenstrauss lemma [5], which states that if we project points into a random
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subspace of sufficiently high dimensionality, we will approximately preserve the
distances between the points, we can reduce the dimensionality of a large ma-
trix in a more computationally efficient manner than using principal component
analysis (PCA). Specifically for an m × n sparse matrix, the computational com-
plexity of PCA using as singular value decomposition is O(mnc) while the compu-
tational complexity of this random mapping is O(nc log m), where c is the number
of non-zero entries per row (i.e., the average number of terms in a document). This
random mapping dimensionality reduction is accomplished by multiplying a large
Fm×n matrix by a random Rn×k matrix, with k � n and where each row is con-
structed by randomly distributing a small number of +1s and -1s (usually around
1-2% of the matrix) and setting the rest of the elements to 0. The resulting con-
text vector matrix FR is now m× k, with the distance between every pair of rows
approximately preserved from that in F .

However, performing this large matrix multiplication can be costly in terms
of memory requirements, since the full m × n matrix F must be built. The
random indexing technique [6], in contrast, assembles this lower dimensional
matrix incrementally and avoids building this large matrix. In Random Indexing,
we first create k-dimensional random index vectors for each dimension in our
data, where k is significantly less than the total number of dimensions in the data.
These random index vectors are created identically to the rows in the random
projection matrix. Term context vectors are created by adding the context’s
random index vector to the term context vector every time a word occurs in
a given context, The resulting term context vectors are equivalent to the ones
created using the random mapping approach.

The advantage of random indexing is that it is an incremental approach, mean-
ing that context vectors can start to be created without sampling all the data,
while still avoiding the computationally costly singular value decomposition as
utilized in LSI. But more importantly, random indexing avoids constructing the
large context count matrix required in random mapping.

4 Limitations of Bag-of-Concepts

Sahlgren & Cöster [2] have shown that BoC has a classification advantage over
BoW in certain situations. Nevertheless, the BoC scheme still ignores the large
amount of syntactic data in the documents not captured implicitly through
word context co-occurrences. For instance, although BoC representations can
successfully model some synonymy relations, since different words with similar
meaning will occur in the same contexts, it can not model polysemy relations.
For example, consider the word “can”. Even though the verb form (i.e., “I can
perform that action.”) and the noun form (i.e., “The soup is in the can.”) of the
word occur in different contexts, the generated term vector for “can” will be a
combination of these two contexts in BoC. As a result, the representation will
not be able to correctly model polysemy relations involving a word that can be
used in different parts of speech.
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5 Holographic Reduced Representations

In order to solve the problem ofmodeling certain polysemy relations in natural lan-
guage text, we need a representation scheme that can encode both the semantics of
documents, as well as the syntax of documents. Borrowing from a representation
scheme introduced in cognitive science [7], Holographic Reduced Representations
(HRRs), we can complement the BoC semantic modeling with parts of speech in-
formation to generate a more robust text representation. Eliasmith and Thagard
[8] have previously shown that HRRs can be used to model both syntactic and
semantic psychological data. As well, Eliasmith [9] has shown that HRRs can be
successfully applied to language processing. The intuition behind this approach, is
that we can “bind” part-of-speech information with a word’s term context vector
in order to encode both pieces of information in our representation.

HRRs use holographic transformations to encode and decode information
in flat, constant dimension vectors. In order to encode the information con-
tained within multiple vectors into a single vector, HRRs depend on circular
convolution. Circular convolution binds two vectors A = (a0, a1, . . . , an−1) and
B = (b0, b1, . . . , bn−1) to give C = (c0, c1, . . . , cn−1) where C = A ⊗ B with
cj =

∑n−1
k=0 akbj−k for j = 0, 1, . . . , n − 1. Circular convolution is efficiently

computed in time O(n log n).
There are a number of properties of circular convolution that make it ideal to

use as a binding operation. First, the expected similarity between a convolution
and its constituents is zero. So, the same term acting as different parts of speech
in similar contexts, such as the word can that can act as both a noun and a verb,
would not be similar in their bound HRR representation (e.g., “He kicked the can.”
would be distinct from “He can kick”). Second, the dimensionality of the vectors
are constant under HRR operations, so the number of vectors encoded in the struc-
ture does not affect the complexity of the representation. Third, similar semantic
concepts bound to the same part-of-speech result in similar vectors. So, since simi-
larity reflects the structure of the semantic space, these binding operations usefully
preserve the relevant geometric relations of the original semantic space.

HRRs also need to be combined in a manner that assembles the parts of
the desired structure while preserving the similarity of the final structure to its
components. For this, superposition (i.e. vector addition) is used. So if C = A+B,
C is most likely more similar to A or B than to any other vector.

6 HRR Document Representation

Our natural language representation takes advantage of the ability of HRRs to
encode a document’s structure in a way that is non-destructive to the document’s
semantics. Using the circular convolution and superposition operations of HRRs,
our representation scheme can augment the semantic modeling of the BoC rep-
resentations with part-of-speech information to better disambiguate document
classes for classification.

We first determine the term context vectors for the data by adopting the
random indexing method, described earlier. We then use a part-of-speech tagger
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to extract some syntactic structure of the corpus documents. We collapse the set
of possible part-of-speech tags returned by the tagger into the basic linguistic
set (e.g.: nouns, verbs, pronouns, prepositions, adjective, adverbs, conjunctions,
and interjections), and generate random HRR vectors of the same dimension as
our term context vector for each possible tag.

To build the HRR document representation, we perform the following steps:

1. for each word in a document we take the term context vector of that word
and bind it to the word’s identified part-of-speech vector;

2. we take the tf × idf -weighted sum of the resulting vectors in order to obtain
a single HRR vector representing the document.

Like BoC document vectors, these HRR document vectors are normalized by
dividing by the number of terms in the document in order to ensure that there
is no classification bias to longer documents. But unlike BoC vectors, these HRR
document vectors encode both semantic and syntactic information.

7 Experimental Setup

In the following sections we describe the setup for our text classification exper-
iments. Specifically, we describe the text representations used for classification,
and the classifiers and evaluation methodology used in the experiments.

7.1 Representations

We used the 20 Newsgroups corpus1 as the natural language text data for our
experiments. The purpose of these experiments was to compare the classification
effectiveness of BoC and HRR text representations2, not produce a top score for
the 20 Newsgroups corpus.

The BoC representations were generated by first stemming all words in the
corpus, using the Porter stemmer, to reduce the words to their root form. We
then used Random Indexing to produce context vectors for the given text cor-
pus. The dimensionality of the context vectors was fixed at 512 dimensions3,
which should be compared to the 118 673 unique stems within the corpus. We
investigated the effects of both document-based context vectors and word-based
context vectors. For word-based context vectors, we produced contexts using a
sliding window extending 4 words in each direction from the focus word, where
the term vector of the focus word was updated by adding to it the context vec-
tor of each word inside the sliding window weighted by 2(1−d), where d is the

1 Available at http://people.csail.mit.edu/jrennie/20Newsgroups/.
2 We did not pursue comparison experiments with BoW representations as there are

already published results (e.g. [2]) of BoW/BoC experiments in the literature.
3 The dimensionality of the vectors has been chosen to be consistent with other work.

There is as yet no systematic characterization of the effect of dimensionality on
performance.
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distance from the focus word. These context vectors were then tf × idf -weighted
and summed for each document.

The context vectors used in the HRR representations were generated in the
exact same way as the BoC representations. The part-of-speech data was ex-
tracted using the Stanford Log-linear Part-of-Speech tagger4 and random 512
dimensional HRR vectors were created for each tag in our collapsed tag set. This
part-of-speech tag vector was then bound to its word’s associated context vector
by circular convolution, tf × idf -weighted and summed for each document.

7.2 Classification and Evaluation

We performed Support Vector Machine (SVM) classification experiments5 in or-
der to investigate the classification effectiveness of the HRR and BoC represen-
tation. For the experiments in this paper, we used a linear SVM kernel function
(with a slack parameter of 160.0). In these classification experiments, we used
a one-against-all learning method employing 10-fold stratified cross validation6.
The SVM classifier effectiveness was evaluated using the F1 measure.

8 Results

We only present the comparison results between the BoC text representations
and HRR representations using document-based context vectors since the results
for word-based context vectors showed the same comparison trends in the F1
scores, but produced lower total F1 scores.

The macro-averaged F1 showed that the HRR representations produced the
best results, with a score of 58.19. The BoC representations produced a macro-
averaged F1 score of 56.55. These results were calculated to be statistically
significant under a 93.7% confidence interval.

Figure 1 shows the correlation between the macro-averaged SVM F1 scores
of BoC and HRR text representations for each category in the 20 Newsgroups
corpus. The graph shows that the HRR representations produce similar classi-
fication scores for some classes and significantly higher scores for other classes.
This may be explained by noticing that the classes that the HRR represen-
tations outperform BoC representations are the classes in the corpus that are
highly related to other classes in the corpus.

The learning curves for the representations are included in Figure 2. The
graph shows that the HRR representations consistently produce better SVM
classification when compared to BoC representation no matter how much of the
class data is used for training. This result indicates that in situations where
there is limited class data from which to learn a classification rule, the extra
4 Available at http://nlp.stanford.edu/software/tagger.shtml.
5 We used the SV Mperf implementation, which optimizes for F1 classification score,

available at http://svmlight.joachims.org/svm perf.html.
6 This cross-validation scheme was chosen as it better reflects the statistical distribu-

tion of the documents, although produces lower F1 scores.
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part-of-speech information contained within the HRR representation assists in
better classifying documents.

9 Conclusions and Future Research

Using HRRs, we have created a novel document representation scheme that en-
codes both the structure and the semantics of natural language text documents.
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Our results show that including both the structure and semantics of natural lan-
guage text in our HRR text representations can improve the text classification
F1 score of SVM classifiers when compared to the BoC approach. We have also
demonstrated the sustained superiority of the HRR representations when using
various amounts of data to train the classifiers.

Our results suggest many areas of further research. We have only investigated
a single natural language corpus in this paper and further investigations using
different corpora should be undertaken to examine the effectiveness of HRR
representations under different text domains. As well, the document vectors
were fixed to 512 dimensions in the experiments, but it would be interesting
to analyze the effects of the vector dimensionality on the classification results.
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Abstract. This paper introduces CL-ESA, a new multilingual retrieval model for
the analysis of cross-language similarity. The retrieval model exploits the multi-
lingual alignment of Wikipedia: given a document d written in language L we
construct a concept vector d for d, where each dimension i in d quantifies the
similarity of d with respect to a document d∗

i chosen from the “L-subset” of
Wikipedia. Likewise, for a second document d′ written in language L′, L �= L′,
we construct a concept vector d′, using from the L′-subset of the Wikipedia the
topic-aligned counterparts d′∗

i of our previously chosen documents.
Since the two concept vectors d and d′ are collection-relative representations

of d and d′ they are language-independent. I. e., their similarity can directly be
computed with the cosine similarity measure, for instance.

We present results of an extensive analysis that demonstrates the power of this
new retrieval model: for a query document d the topically most similar documents
from a corpus in another language are properly ranked. Salient property of the
new retrieval model is its robustness with respect to both the size and the quality
of the index document collection.

1 Introduction

Retrieval models are used to assess the similarity between documents. For this purpose
a retrieval model provides (i) the rationale for the construction of a particular document
representation d given a real-world document d, and, (ii) a similarity measure ϕ to
quantify the similarity between two representations d and d′.

This paper deals with retrieval models that can be applied in a cross-language re-
trieval situation, i.e. when a document d is written in language L and we would like to
assess its similarity to a document d′ written in language L′. Our contributions are the
following:

– Multilingual Retrieval Model. Section 2 introduces the new multilingual retrieval
model CL-ESA, which overcomes many of the restrictions of previous approaches
when quantifying cross-language similarity.

– Evaluation. Section 3 reports on experiments related to retrieval performance, di-
mensionality dependence, and runtime. In particular, with the so-called bilingual
rank correlation a new measure for cross-lingual retrieval performance is proposed.

– Comparable Corpus Wikipedia. We use Wikipedia as a comparable corpus and
demonstrate its usability for cross-lingual retrieval.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 522–530, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Wikipedia-Based Multilingual Retrieval Model 523

Table 1. Assessment results for cross-language retrieval models with respect to six criteria: the
number of languages, the computational complexity to compute the retrieval model, the number
of documents which can be represented with reasonable effort, the availability of resources to
construct the retrieval model, the achievable retrieval quality, and the specificity of the retrieval
model to a (topic) domain.

Multilingual Multilinguality Computational Scalability Resource Retrieval Domain
retrieval model (# languages) complexity (# documents) availability quality specificity

CL-VSM [1,13,6] 2 low Web medium medium none
Eurovoc-based [8,9] 21 medium Web poor medium medium

CL-LSI [2,10] 3 high 104 – very good total
CL-KCCA [15] 2 high 104 poor very good total
CL-RM [5] 2 medium Web good good medium
CL-ESA 14 low Web good good low

1.1 Comparison of Related Work

Cross-language retrieval models are generalizations of monolingual models such as
the vector space model (VSM), latent semantic indexing (LSI), principal component
analysis (PCA), language or relevance models (RM), or—as in the case of our
approach—explicit semantic analysis (ESA). However, deductions that come at no ex-
pense in a monolingual retrieval situation are difficult to be achieved between two lan-
guages L and L′: terms, named entities, time or currency expressions, etc. have to be
identified and mapped from L to L′, which entails the problem of translation ambigu-
ity. Basically, there are two possibilities to bridge the language barrier: (i) dictionaries,
gazetteers, rules, or thesauri versus (ii) parallel corpora or comparable corpora.1 The
former provide a means to translate words and concepts such as locations, dates, and
number expressions directly from L to L′, whereas the latter provide “aligned” docu-
ments from L and L′ that are translations of each other or that cover the same topic, and
which are utilized to translate arbitrary texts.

We have analyzed the existing approaches to overview their strong and weak points;
the results are comprised in Table 1: the first group shows dictionary-based approaches
and the second group corpus-based approaches. For large-scale retrieval tasks the
computational complexity and the resource availability disqualify the Eurovoc-based
approach, CL-LSI, and CL-KCCA. Among the remaining approaches CL-RM and CL-
ESA have the advantage that no direct translation effort is necessary.

2 Explicit Semantic Analysis

This section introduces the principle of cross-language explicit semantic analysis, CL-
ESA, a new multilingual retrieval model which does without automatic translation ca-
pabilities. Our starting point is a recently proposed monolingual retrieval model, the
explicit semantic analysis, ESA [3,4].

1 There has been much confusion concerning corpora termed “parallel” and “comparable”; the
authors of [7] provide a consistent definition.
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Let D∗ denote a document collection of so-called index documents, and let ϕ de-
note the cosine similarity measure. Under ESA a document d is represented as an n-
dimensional concept vector d:

d = (ϕ(v,v∗
1), . . . , ϕ(v,v∗

n))T ,

where v is the vector space model representation of d, v∗
i is the vector space model

representation of the ith index document in D∗, and n is the size of D∗. If ϕ(v,v∗
i ) is

smaller than a noise threshold ε the respective entry is set to zero. Let d′ be the concept
representation of another document d′. Then the similarity between d and d′ under ESA
is defined as ϕ(d,d′).

Rationale of the ESA retrieval model is to encode the specific knowledge of d relative
to the collection D∗. In this sense each document in D∗ is used as a single concept to
which the document d is compared, say, d can be understood as a projection of d into
the concept space spanned by D∗. The authors in [4] achieved with ESA an average
retrieval improvement of 20% compared to the vector space model.

To function as a generic retrieval model the index document collection D∗ must
be of a low domain specificity: D∗ should contain documents from a broad range of
domains, and each index document should be of “reasonable” length. A larger subset of
the documents in Wikipedia fulfills both properties.

2.1 CL-ESA

Let L = {L1, . . . , Lm} denote a set of languages, and let D∗ = {D∗
1 , . . . , D

∗
m} de-

note a set of index document collections where each D∗
i contains index documents of

language Li. Moreover, let C = {c1, . . . , cn} denote a set of concept descriptors. D∗

is called a concept-aligned comparable corpus if it has the property that the ith index
document, d∗i , of each index document collection D∗ ∈ D∗ describes ci in its respective
language.

A document d written in language L ∈ L is represented as ESA vector d by using
that index document collection D∗ ∈ D∗ that corresponds to L. Likewise, a document
d′ from another language L′ ∈ L is represented as d′. The similarity between d and d′

is quantified in the concept space, by computing the cosine similarity between d and d′.
CL-ESA exploits the following understanding of a comparable corpus alignment:

if all concepts in C are described “sufficiently exhaustive” for all languages in L, the
documents d and d′ are represented in comparable concept spaces under ESA, using the
associated index document collections D∗ and D′∗ in D∗.

CL-ESA requires a comparable corpus D∗, and each index document collection
D∗ ∈ D∗ should meet the requirements for the monolingual explicit semantic anal-
ysis. Again, a larger subset of the documents in Wikipedia fulfills these properties.

3 Evaluation

To analyze the power of the CL-ESA retrieval model we implemented various experi-
ments on a multilingual parallel and a multilingual comparable corpus. The results can
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be summarized as follows. (i) Given a document d in language L, CL-ESA ranks the
aligned document d′ in language L′ with 91% probability on the first rank. (ii) Given a
rank ordering in language L, CL-ESA is able to reproduce this ordering in language L′

at a high fidelity. (iii) CL-ESA is insensitive with respect to the quality of the underlying
index document collection. (iv) CL-ESA behaves robust with respect to a wide range of
the concept space dimensionality.

Altogether CL-ESA is a viable retrieval model to assess the cross-language similarity
of text documents. The remainder of this section describes the experiments in greater
detail.

Multilingual Corpora. In our experiments we have employed the parallel corpus JRC-
Acquis [14], and the comparable corpus Wikipedia. As one of the largest corpora of its
kind the JRC-Acquis corpus contains 26 000 aligned law documents per language from
the European Union in 22 languages. Wikipedia has not been considered as a compa-
rable corpus by now. This fact is surprising since up to 100 000 aligned documents are
available from diverse domains and languages, and the corpus is constantly extended
by Wikipedia’s editors. On the downside the aligned documents may be of less quality
than those of custom-made comparable corpora.

Test Collections. Two test document collections comprising 3 000 documents each were
selected from the German (D, L) and the English (D′, L′) parts of the multilingual cor-
pora. Both collections contain 1 000 randomly selected translation-aligned documents
from JRC-Acquis, 1 000 concept-aligned documents from Wikipedia, and 1 000 not
aligned documents from Wikipedia. The latter have no language link from L to L′ or
vice versa. In particular, we assured that the distribution of monolingual similarities
among the documents in D and D′ corresponds to normal orders of magnitude.

The aligned index document collections D∗ and D′∗ were constructed from
Wikipedia so that D∗ ∩ D = ∅ and D′∗ ∩ D′ = ∅: no document is index document and
test document at the same time. The size n = |D∗| = |D′∗| of these collections corre-
sponds to the dimensionality of the resulting document representations in the concept
space.

3.1 Experiments

This subsection describes six selected experiments from our evaluation.

Experiment 1: Cross-Language Ranking. Given an aligned document d ∈ D, all docu-
ments in D′ are ranked according to their cross-language similarity to d. Let d′ ∈ D′

be the aligned document of d ∈ D, then the retrieval rank of d′ is recorded. Ideally, d′

should be on the first or at least on one of the top ranks. The experiment was repeated
for all of the aligned documents in D. The first column of Table 2 shows the recall
at ranks ranging from 1 to 50. The probability of finding a document’s translation- or
concept-aligned counterpart on the first rank is 91%, and the probability of finding it
among the top ten ranks is > 99%.

Experiment 2: Bilingual Rank Correlation. To quantify the retrieval quality related to
a set of retrieved documents we propose a new evaluation statistic. Starting point is
a pair of aligned documents d ∈ D and d′ ∈ D′, whereas the documents from D′
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are ranked twice: (i) with respect to their cross-language similarity to d using a cross-
language retrieval model, and, (ii) with respect to their monolingual similarity to d′

using the vector space model. The top 100 ranks of the two rankings are compared using
a rank correlation coefficient, e. g. Spearman’s ρ, which measures their disagreement or
agreement as a value between -1 and 1 respectively.

The idea of this statistic relates to “diagonalization”: a reference ranking under the
vector space model is compared to a test ranking computed under the CL-ESA concept
space representation. The experiment is conducted for each pair of aligned documents
d and d′ in the test collections, averaging the rank correlations. The second column of
Table 2 shows a high correlation, provided a high dimensionality of the concept space.
Note that this experiment is a generalization of Experiment 1 and that it has much more
explanatory power.

Experiment 3: Cross-Language Similarity Distribution. This experiment contrasts the
distribution of pairwise similarities of translation-aligned documents and concept-
aligned documents. The results show that, on average, for both kinds of aligned docu-
ments high similarities are computed (cf. Table 2, third column), which demonstrates
that CL-ESA is robust with respect to the quality of the aligned documents in the index
document collections D∗ and D′∗.

Experiment 4: Dimensionality. Both retrieval quality and runtime depend on the concept
space dimension of CL-ESA, which in turn corresponds the size of a language’s index
document collections D∗ and D′∗. The dimensionality of a retrieval model affects the
runtime of all subsequently employed retrieval algorithms. Under CL-ESA, documents
can be represented with a reasonable number of 1 000 to 10 000 dimensions while both
retrieval quality and runtime are maintained (cf. Table 2 and Figure 1).

Experiment 5: Multilinguality. Starting with the two most prominent languages in
Wikipedia, English and German, we study how many concepts are described in both
languages, and how many are in the intersection set if more languages are considered.
Currently, the Wikipedia corpus allows that documents from up to 14 languages are
represented with CL-ESA (cf. Figure 1, left plot).

Experiment 6: Indexing Time. The time to index a document is between 10 to 100 mil-
liseconds, which is comparable to the time to compute a vector space representation
(cf. Figure 1, right plot). Employed hardware: Intel Core 2 Duo processor at 2 GHz and
with 1 GB RAM.

3.2 Discussion

The evaluation of this section provides a framework for the adjustment of CL-ESA to
the needs of a cross-language retrieval task. If, for example, a high retrieval quality is
desired, documents should be represented as 105-dimensional concept vectors: ranking
with respect to a particular query document will provide similar documents on the top
ranks with high accuracy (cf. Table 2, first row). High retrieval quality comes at the price
that with the current Wikipedia corpus only 2 languages can be represented at the same
time, and that the time to index a document will be high (cf. Figure 1). If high retrieval
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Table 2. Landscape of cross-language explicit semantic analysis: each row shows the results of
three experiments, depending of the dimenionality n of the concept space

Experiment 1 Experiment 2 Experiment 3 Dimension
Cross-Language Ranking Bilingual Rank Correlation CL Similarity Distribution n
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speed or a high multilinguality is desired, documents should be represented as 1000-
dimensional concept vectors. At a lower dimension the retrieval quality deteriorates
significantly. A reasonable trade-off between retrieval quality and runtime is achieved
for a concept space dimensionality between 1 000 and 10 000.

Concerning the multilinguality of CL-ESA the left plot in Figure 1 may not show the
true picture: if the languages in Wikipedia are not considered by their document number
but by geographical-, cultural-, or linguistic relations, there may be more intersecting
concepts in the respective groups. And, if only two languages are considered, the num-
ber of shared concepts between a non-English Wikipedia and the English Wikipedia
will be high in most cases.
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Fig. 1. Left: number of intersecting concepts among groups of languages in Wikipedia. The lan-
guages are organized in descending order wrt. the number of available documents. Right: average
time to index a document under ESA, depending on the number of dimensions. We distinguish
between indexes that fit in internal memory (μ), and external indexes.

4 Current Work

Our current work focuses on cross-language plagiarism detection. Plagiarism is the act
of copying the work of another author and claiming it as own work. Though automatic
plagiarism detection is an active field of research the particular case of cross-language
plagiarism has not been addressed in detail so far.

The authors of [11] propose a three-step retrieval process to detect plagiarism, which
can also be applied to detect cross-language plagiarism. Figure 2 illustrates the process.
A suspicious document d of language L, which may contain a plagiarized section from
a document d′ in a reference corpus D′ of language L′, is analyzed as follows:

1. Heuristic Retrieval. A subset of D′ is retrieved which contains candidate docu-
ments that are likely to be sources for plagiarism with respect to the content of d.

2. Detailed Analysis. The candidate documents are compared section-wise to d using
CL-ESA for each pair of sections.

Cross-language plagiarism detection

Candidate
documents

Plagiarized
sections

Knowledge-
based post-
processing

Suspicious
document d

of language L

Pairs of similar
sections

Detailed
analysis with

CL-ESA

Heuristic
retrieval

Index
collections

D*, D'*

Reference
corpus D'

of language L'

Fig. 2. A three-step process for cross-language plagiarism detection
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3. Knowledge-based Post-Processing. Sections from the candidate documents that are
similar to a section in d are processed in detail, for instance to filter cases of proper
citation.

Cross-language explicit semantic analysis can be directly applied for Step 2, the
detailed analysis, since it allows for a reliable assessment of cross-language similarity.
However, for the preceding heuristic retrieval CL-ESA is not the best choice since a
pairwise comparison of d to all documents from D′ is required in order to cope with the
high dimensionality of CL-ESA representations. To speed up this retrieval step we are
investigating the following alternatives:

– Construction of a keyword index for D′ which is queried with keywords extracted
from d that are translated to L′, and implementation of a focused keyword search.

– Construction of a keyword index for D′ which is queried with keywords extracted
from d′, the machine translation of d to L′, and, again, implementation of a focused
search.

– Construction of a hash-based fingerprint index for D′ which is queried with the
fingerprint of d′ [12].

The first two alternatives are based on keyword extraction as well as on cross-
language keyword retrieval or machine translation technologies. The last alternative,
which has the potential to outperform the retrieval recall of the first approaches, em-
ploys machine translation and similarity hashing technologies.
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Filaments of Meaning in Word Space

Jussi Karlgren, Anders Holst, and Magnus Sahlgren

Swedish Institute of Computer Science

Abstract. Word space models, in the sense of vector space models built
on distributional data taken from texts, are used to model semantic re-
lations between words. We argue that the high dimensionality of typical
vector space models lead to unintuitive effects on modeling likeness of
meaning and that the local structure of word spaces is where interesting
semantic relations reside. We show that the local structure of word spaces
has substantially different dimensionality and character than the global
space and that this structure shows potential to be exploited for further
semantic analysis using methods for local analysis of vector space struc-
ture rather than globally scoped methods typically in use today such as
singular value decomposition or principal component analysis.

1 Vector Space Models

Vector space models are frequently used in information access, both for research
experiments and as a building block for systems in practical use. There are nu-
merous implementations of methods for modeling topical variation in text using
vector spaces. These and related methods are used for information access or
knowledge organisation of various levels of abstraction, all more or less based
on quasi-geometric interpretations of distributional data of words in documents.
Vector space models in various forms have been implicit in information retrieval
practice at least since the early 1970’s and their origin has usually been at-
tributed to the work of Gerard Salton. His 1975 paper titled “A vector space
model for automatic indexing” [1], often cited as the first vector space model,
does not in fact make heavy use of vector spaces, but in his later publications
the processing model was given more prominence as a convenient tool for topi-
cal modeling (see e.g. Dubin for a survey [2]). The vector space model has since
become a staple in information retrieval experimentation and implementation.

Distributional data collected from observation of linguistic data can be mod-
eled in many ways, yielding probabilistic language models as well as vector space
models. Vector space models have attractive qualities: processing vector spaces
is a manageable implementational framework, they are mathematically well-
defined and understood, and they are intuitively appealing, conforming to ev-
eryday metaphors such as “near in meaning”. In this way, vector spaces can be
interpreted as a model of meaning, as semantic spaces. In this sense, the term
“word space” is first introduced by Hinrich Schütze: “Vector similarity is the
only information present in Word Space: semantically related words are close,
unrelated words are distant” [3]. While there is some precedent to this definition

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 531–538, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



532 J. Karlgren, A. Holst, and M. Sahlgren

in linguistic and philosophical literature, none of the classic claims in fact give
license to construct spatial models of meaning: to do so, we first must examine
how the model we build in fact preserves and represents the sense of meaning it
sets out to capture.

1.1 How Many Dimensions?

Much of the theoretical debate on vector space models has to do with how many
dimensions a semantic word space should have. The typical bare vector space
of terms by contexts gives a word space of tens or hundreds of thousands or
even millions of dimensions, a large number which typically, in most approaches,
continues to grow when more data are added. Most every element of a typical
word vector will be zero which seems a waste of dimensions, most words ap-
pear to be polysemous to some extent, and most concepts – taken on a suitably
coarse-grained level of analysis – would seem to be representable by many dif-
ferent lexical items. Without further treatment of the data a bare model fails
to generalise between terms with similar but non-identical distribution patterns.
This calls for the informed reduction of dimensions to a smaller number, both
for ease of processing and to be able to capture similarities.

What then seems to be an appropriate dimensionality? The word space re-
search field frequently searches for a “latent”, or intrinsic, dimensionality in the
data, lower than the bare dimensionality resulting from the data collection. This
intrinsic dimensionality can potentially be found by processing the data set in
some informed way [4, e.g.]. Most efforts heretofore have used global measures
such as singular value decomposition or principal component analysis to process,
examine or reduce dimensions of the observed data. Some claims as to what this
intrinsic dimensionality might be are o(100) for data processed by singular value
decomposition in the popular latent semantic analysis framework [5] and o(1000)
for data processed by us in previous work using the more recent random indexing
approach [6]. These figures are obtained by reprocessing the data set with pa-
rameter variation based on trial-and-error experimentation, typically evaluated
by synonym tests.

In this paper, in contrast with previous dimension reduction approaches, we
argue that this appropriate dimensionality is determined locally, not globally, in
the space. We base our argument on an inspection of the character of a typical
vector space model built from textual data.

1.2 Are There Large Distances in Semantic Spaces?

There is a huge theoretical leap from the realisation that words are defined by
their contexts to furnishing a whole vector space based on the postulated dis-
tances between words – however those distances are defined and however the
distributional data are collected. What sort of information are the distances
supposedly based on? It would seem there is very little purchase in the data
to base any sort of distance between say “tensor” and “cardamom” or between
“chilblain”, “child-birth” and “chiliad”. There is a limit to what questions one



Filaments of Meaning in Word Space 533

can expect a word space built by distributional data to answer. The intuitively
attractive qualities of a semantic representation where meaning is distributed
about a many-dimensional vector space leads us to forget that the only interest
we ever will show the space is in its local neighbourhoods. Returning to the
original discussion on word spaces cited above: “Vector similarity is the only
information present in Word Space: semantically related words are close, unre-
lated words are distant” [3], we claim that “close” is interesting and “distant”
is not, and that vector space models are overengineered to handle information
that never is relevant in language modeling.

In this paper, the question we address is what sort of dimensionality one might
need to model the context of a term – as opposed to how many dimensions
would be necessary if one would wish to attempt to model the structure of an
entire large sample of language in one contiguous and coherent space. We will
investigate the local character of word spaces – the structure of the space within
which semantically related words are expected to be found.

1.3 What Is a Typical Angle between Random Pairs of Words?

Human topological intuitions are based on our experiences in a two-to-three
dimensional world. We live our lives more or less on a plane with occasional
ventures or glances up or down from it. Many-dimensional spaces are in some
important respects very different from two-to-three dimensional spaces. One such
unintuitive feature of a high dimensional space is that two randomly picked
points on e.g. a unit hypersphere are almost always at near orthogonal angles
to each other with respect to the origin. The graphs displayed in Figure 1 show
the probability distribution of the resulting angle between two randomly chosen
points in 3-, 10-, and 1000-dimensional spaces respectively.

30 60 90 120 150 180 30 60 90 120 150 180

3 dimensions 10 dimensions 1000 dimensions

Fig. 1. Probability distribution for angles between directions to randomly chosen points
in many-dimensional spaces

The given distribution of points (and thus angles) has practical consequences
for semantic models. In low dimensional spaces, given our experience of the phys-
ical world, we find it easy and intuitive to reason about distances. For example,
if point A is close to point B, and point B is close to point C, then point A is
fairly close to C. This makes it natural to imagine clusters of samples close to
each other but separated from samples in other clusters.
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However, in high dimensional spaces the transitivity of distance is not neces-
sarily as obvious. It may well be that points A and C are both close to point B
but still at considerable distance from each other. The triangle inequality still
holds in high dimensional Euclidean spaces; the problem is that whereas an an-
gle of 90◦ between two words always will mean that the words are completely
unrelated, in a thousand-dimensional space an angle of 45◦ means a remark-
able degree of similarity. This makes the notion of a cluster less useful in high
dimensional spaces (a similar argument is given by Beyer et al. [7]).

1.4 What Does a Word Space Look Like?

For this experiment we have constructed a vector space, Vtext, from textual data
as provided in the tasa corpus[8], a corpus of short high-school level English
texts on various factual subjects such as language, health, business and other
general school curriculum related topics. The corpus consists of about 10 million
words, 37 600 text samples, and 27 000 distinct terms.

To build the word space, we use the random indexing approach as described
by Sahlgren [9]. We choose random indexing for two main reasons. First, its
authors make strong claims about appropriate representational dimensionality,
and indeed have set drepresentation, the dimension of the representation, as a set-
table parameter for the algorithm. Second, where in most indexing approaches
each distinct term encountered in the text is assigned a binary index vector
with all elements zero and one element 1, random indexing assigns each distinct
term a ternary index vector with most elements zero and some randomly as-
signed elements either 1 or -1. Using random indexing thus avoids overloading
the positive section of the vector space: by the use of negative vector elements
in the representation it has the resulting word space occupy the entire possible
vector space. This is desirable for our experiment, since we want to be able to
relate the observed distribution of words to the expected distribution over the
entire hypersphere, without leaving large swathes of vector space vacant. (The
fact that most vector space models only operate in the positive sector of the
multi-dimensional space is usually never discussed.)

Random indexing is convenient for our purposes, and the validity of the re-
sults is spoken for by Johnson-Lindenstrauss’ lemma [10], the basis of random
projection approaches, which states that a vector space (in this case, the term-
by-context matrix, which is of immense dimensionality) can be projected into a
random subspace of appropriate dimensionality (in this case, Vtext of dimension,
drepresentation) without corrupting the relative distances between points in the
space.

In this experiment, Vtext is built from occurrence data collected from a rolling
2+2 window over the text segments, a setting which has previously been shown
by us to provide consistent results in extrinsic evaluation schemes [11]. The
dimensionality, drepresentation, is set to 10 000, higher than most published ex-
periments using random indexing, with five randomly positioned 1’s and five
randomly positioned -1’s for the initial index vectors. The relatively high choice
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of drepresentation was chosen to ensure that the global dimensionality is high
enough not to distort or constrain any local subspace structure.

A sample of 1 000 000 pairs of words were randomly selected from the ma-
terial and the angles between them tabulated. The first neighbours in our test
material appear at an angle of about 30◦. Further neighbours are found at an
rapidly increasing rate, and as expected, the distribution peaks around 90◦. Fig-
ure 2 shows the distribution of angles between words in the sample from Vtext.
By comparing with the expected random distributions given in Figure 1 we find
that the shape of the distribution for the observed data yields a global dimen-
sionality of o(10 000), around the dimensionality of the representation. But the
distribution in Figure 2 does not match the theoretical distributions in every
detail. If we zoom in on the base, as shown in the right graph, we find structure
in the left tail. This represents a non-homogenous distribution at smaller angles
between word vectors than would have been expected if the words were homoge-
neously distributed in the 10 000-dimensional space. It is in this neighbourhoood
we find the non-random, i.e. semantically interesting, word-word relations.
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Fig. 2. Observed distance distributions; rightmost graph zoomes in on left tail

To analyse the intrinsic dimensionality of a local region of word space we
use a method from the analysis of fractal dimensions. The method rests on the
mathematically trivial observation that if we have samples homogeneously dis-
tributed in a d−dimensional space, the number of samples within a hypersphere
of radius r increases proportionally to rd. For example, if we double the radius
of a circle in a two-dimensional space the number of samples within the circle
will increase by a factor of four, and for a sphere in a three dimensional space
with a factor of eight. To measure the intrinsic dimensionality of the word space
we examine the neighbourhoood of a point within it: we begin by counting the
number of samples within a sphere of some radius r, and then we double r and
count again. If the number of samples increases at a rapid rate, this means a
higher dimensionality. In detail, the dimensionality d in the span between two
radii r1 and r2 is here computed by

d =
log(nr2/nr1)
log(r2/r1)

where nr1 and nr2 are the observed numbers of samples within those radii.
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An advantage with this method to measure intrinsic dimensionality is that
it can measure the dimensionality locally on the small scale, as well as medium
scale, or large scale, as opposed to e.g. principal component analysis or singular
value decomposition which can only be used to compute intrinsic dimensionality
on the global scale. This enables us to compare the intrinsic dimensionality of
local contexts with the global dimensinality.

Using the above method of analysis of the fractal dimension of the samples
in the left tail we find a local intrinsic dimensionality somewhere just below
10, somewhat depending on where the tail is cut off, i.e. exactly how small
scale structure we care to investigate. These findings support our claim that
there indeed is a local neighbourhood for a typical vector: even allowing for
a substantial margin of error due to the amount of noise in the data and the
somewhat crude methodology, we find that the local dimensionality is several
orders of magnitude less than that of most vector space models today, including
those that use dimension reduction techniques.

1.5 Can We Model the Local Neighbourhood in Word Spaces?

In our experimental data and the word space Vtext, we found, as shown in
Figure 2, that the number of neigbours at small distances was greater than
what would be expected from a theoretical completely homogeneous case. But
we also saw that the small scale dimensionality was much less (< 10) than the
large scale dimensionality (≈ 10 000). So, more neighbours, but lesser dimen-
sionality. This gives us some clues to the local structure of the space. Consider
the hand-made example graphs in Figure 3. The first graph shows a fairly ho-
mogeneous distribution of observations, both neighbours and dimensionality, in
some subspace of a larger-dimensional space. If the observations instead were
“clustered” or “lumpy” as in the second graph, then there is a higher number of
small distances between samples than in the homogeneous case, but the small
scale dimensionality of the subspace will be the same as the large scale dimen-
sionality of the space. However, in the case shown in the third graph where the
observations are found to occur in a filamentary structure, the number of small
distances are also increased, but the small scale dimensionality (one-dimensional,
along the filaments, in the figure) is smaller than the large scale dimensionality
(two-dimensional, across the plane, in the figure).

This allows us to suggest that the word space is primarily neither homogeneous
nor lumpy, but filamentary in its structure, and that these filaments, which are of
much lower dimensionality than usually considered in semantic models is where
the key to modelling similarity of meaning may reside.

1.6 How Much Data Do We Need to Train a Knowledge
Representation?

It is often claimed that models of meaning based on distributional data need huge
data sets for training. However, it is simple to observe that in actual language use
only very few occurrences are in practice necessary to model the approximative
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Homogenous subspace Lumpy subspace Filamentary subspace

Fig. 3. Neighbourhoods of different character

meaning of a newly encountered term. How many occurrences of “Jarlsberg” do
you need to figure out what manner of beast it is? Training data found by one of
the more popular web search engines are given in Figure 4. This would seem to
speak to the fact that semantic context in realistic knowledge representations in
fact will be saturated rather rapidly even by a small set of sample observations,
that semantic similarity in fact is modellable by few dimensions rather than a
plentitude. The data collected for any single term can be fairly assumed to tell
us a fair amount about the term in question – and of other terms that occur
similarly. The distributional data for some term will, however, not tell us much
about every other term in the language and relations from the observandum to
them. This observation is borne out by the data analysis from our experiment.

The famous Jarlsberg cheese is known for its distinctive sweet
and nutty taste ...

The largest producer of Jarlsberg today is the Tine BA factory in ...

Within a few decades Jarlsberg has become one of Norway’s
greatest export successes ...

Jarlsberg is the most popular Norwegian cheese in the UK. ...

Fig. 4. What does “Jarlsberg” mean?

1.7 Ramifications for Word Spaces

Our conclusions and claims are three-fold. Firstly, that the most interesting qual-
ities of word spaces are found in their local structure rather than their global
dimensionality, and that thus much of the discussion of representational dimen-
sionality, latent semantic dimensionality, and of global methods for dimension
reduction is of lesser theoretical and practical import. Secondly, since the high
dimensionality of the global model saddles the practical system with tractability
bottle-necks in processing, maintenance, and deployment, optimising the global
character of the model is likely to provide respectable gains in efficiency. How-
ever, any claims of semantic relevance of such optimisations should be viewed



538 J. Karlgren, A. Holst, and M. Sahlgren

with skepticism unless they expressly take local context into account. Thirdly,
that elaborating the structure of the local filamentary structure further is likely
to lead to less demanding models as regards size of training data sets. We do
not claim to yet have a framework for how to realise such models.

We want to stress that these results are not meant to be part of the discussion
of appropriate choice of dimensionality in vector space models. However, we
believe that studying the local structure of vector space models will cast light on
the structure of textual data, give insights into the design of future processing
models, and provide new starting points for the informed design of semantic
representations based on distributional data, whether in vector space models or
not.
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Abstract. We query the pictures of Yahoo! News for persons and ob-
jects by using the accompanying news captions as an indexing annota-
tion. Our aim is to find these pictures on top of the answer list in which
the sought persons or objects are most prominently present. We demon-
strate that an appearance or content model based on syntactic, semantic
and discourse analysis of the short news text is only useful for finding
the best picture of a person of object if the database contains photos
each picturing many entities. In other circumstances a simpler bag-of-
nouns representation has a good performance. The appearance models
are tested in a probabilistic ranking function.

Keywords: Cross-media Retrieval, Information Extraction, Ranking,
Image search.

1 Introduction

Repositories of multimedia content (e.g., provided by the World Wide Web)
demand for effective means of retrieval without relying on manual annotations.
In text-based image retrieval some form of textual description of the image
contents is stored with the image, the image base is queried with a textual
query, and correspondence is sought between the textual data when ranking the
images. When people search for images, high precision on top of the answer list
is very important. They might search for the best pictures of a person or object
(in which the sought entities are most prominently present), or of a combination
of them (e.g., picture of a meeting between Angela Merkel and George Bush),
where a high recall of all best pictures is valuable, and a high recall of all images
picturing the queried persons or objects is not.

Our goal is to find the best images of a person (persons) or object(s) in a
database of photos (in our case found on the World Wide Web) that possibly
picture many persons or objects and that have associated texts in the form of
descriptive sentences. When a text describes an accompanying image, it is often
the case that content described in the text is not present in the image and
vice versa. In addition, retrieval of the images based on accompanying texts not
always returns the best picture on top of the answer list. Our goal is to test
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several approaches with varying complexity of analysis of the caption texts for
their capability of being discriminative indexing descriptions of the images.

Generative probabilistic retrieval models are suited for cross-media informa-
tion retrieval. They rely on a content model generated from a document. We
call the content model a language model when it represents the content of a text
and an appearance model when it represents the content of an image. When
retrieving images that have accompanying texts, one can design several content
models that probabilistically model the textual and/or the visual content. In
the research reported here we build an appearance model solely on the basis of
the text in an attempt to capture persons and objects that are present in the
image and to compute their degree of prominence in the image. This appearance
model is used in a probabilistic ranking function for retrieval. We illustrate our
approach by querying the pictures of Yahoo! News.

This article is organized as follows. First we give an overview for our method-
ology with focus on the construction of the appearance model and its integration
into a probabilistic retrieval model. Then, we describe and discuss our experi-
ments and conclude with related research and prospects for future research.

2 Methods

2.1 The Content Models

The most simple content model of the text is made by tokenization of the text into
words, which gives us a bag-of-word representatation (BOW-representation). A
more advanced model considers only the nouns (including proper nouns) because
in the search for persons and objects only nouns are important (bag-of-noun repre-
sentation or BON). Part-of-speech tagging detects the syntactic word class and we
use here the LTChunk tool [8]. In advanced content models we rely on more sophis-
ticated natural language processing techniques. We perform pronoun resolution1,
word sense disambiguation [6], named entity recognition (NER)2 and consider the
visualness and salience of a noun phrase.

2.2 Computation of the Visualness and Salience

When we build an appearance model, entities that are not visual do not play
a role because they cannot be part of an image. We compute the visualness
(value between zero and one) of each noun and proper noun, where visualness
is defined as the degree that a noun entity can be perceived visually by humans
or a camera. Proper nouns that were classified as persons by the NER tool
receive a visualness of 1. We compute the visualness of a common noun based
on knowledge of the visualness of a few seed words and their semantic distance
with the target nouns in WordNet.

1 http://www.alias-i.com/lingpipe/
2 Adaptation of Lingpipe NER tool.
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San Francisco Giants’ Barry Bonds, right, holds
a bat while sitting in the dugout with Omar
Vizquel, left, of Venezuela in the ninth inning
against the Florida Marlins Tuesday, May 30,
2006 at Dolphin Stadium in Miami. Bonds did
not play as the Marlins defeated the Giants 5-3.

Barry Bonds 0.75 bat 0.259
dugout 0.254 Omar Vizquel 0.214

Dolphin 0.172 Stadium 0.084

Fig. 1. Image-text pair (source: AP Photo/Yahoo! News) with the probabilities that
the text entities appear in the image

We also compute the salience (value between zero and one) of each noun and
proper name, assuming that salient entities in texts that accompany images have
a better chance of being present in the images. Computation of visualness and
salience is described and evaluated in detail in [5].

2.3 Computation of the Appearance Model

We assume that entities found in a text Tj might be present in the accompanying
image Ij , and that the probability of the occurrence of an entity ei in the image,
given a text Tj , P (ei−im|Tj), is proportional with the degree of visualness and
salience of ei in Tj . In our framework, P (ei−im|Tj) is computed as the product of
the salience of the entity ei and its visualness score, as we assume both scores to
be independent, normalized by the sum of appearance scores of all entities in Tj .
We have here used a very simple smooting method in order to counter errors in
the named entity recognition, where we give all words which receive a zero score
in the appearance model a fixed score of 0.01. P (ei−im|Tj) defines a ranking of
the text’s entities. Figure 1 gives an example of such a ranking generated from
the text by our system.

In [5] the impact and a detailed error analysis of each step in the construction
of the appearance model is given. It was shown that both the salience and visu-
alness substantially contribute to an improved appearance model for describing
and ranking the entities according to prominence in an accompanying image.
We now want to find out how good this model is for discriminatively indexing
the images in a cross-media retrieval task compared to more simpler models.

2.4 Integration in a Probabilistic Retrieval Model

Statistical language modeling has become a successful retrieval modeling ap-
proach [4]. A textual document is viewed as a model and a textual query as a
string of text randomly sampled from that model. In case of our text-based image
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retrieval, the content model of image Ij is solely generated from the accompany-
ing text Tj . Let the query be composed of one or more entities where the queried
entity ei is in the form of a person proper name or common noun representing
a person or object. Our baseline appearance model considers a bag-of-words
(BOW) representation of the text as content model of the image resulting in
following retrieval model or ranking function:

P (e1, ..., em|Ij) =
m∏

i=1

((1 − λ)P (ei|Tj) + λP (ei|C)) (1)

where qi is the ith query term in a query composed of m terms, and P (ei|Tj) is
specified by the appearance model built from the text, and C represents the col-
lection of documents. We estimate P (ei|Tj) by maximum likelihood estimation
of the occurrence of the query term in the text. An intermediate model (BON)
uses a bag-of-noun representation of the text and computes the probability that
the text generates the entity P (ei|Tj) by maximum likelihood estimation of the
occurrence of the query term in the text filtered by all words except nouns (in-
cluding proper nouns). Both models do not take into account that an entity
mentioned in the text can actually be shown in an image. In a limited way they
consider salience as in longer texts the maximum likelihood of a term will be
lower - especially when terms mostly occur only once - and thus the entities
mentioned are likely to be less important.

We also integrate the appearance model (AP) described above:

P (ei, ..., em|Ij) =
m∏

i=1

((1 − λ)P (ei−im|Tj) + λP (ei|C)) (2)

Variations of this model only consider the factor salience (APS) or visualness
(APV) when generating P (ei−im|Tj). We used the Lemur toolkit3 and adapted
it to suit our appearance models (AM). We used Jelinek-Mercer smoothing with
the linear interpolation weight λ set to 0.1.

3 Experiments, Results and Discussion

3.1 The Data Collection, Queries and Ground-Truth Answer Lists

Because of the lack of a standard dataset that fits our tasks and hypotheses,
we annotated our own ground truth corpus. Our dataset from the Yahoo! News
website4 is composed of 700 image-text pairs. Every image has an accompanying
news text which describes the content of the image. This text will in general
discuss one or more persons in the image, possibly one or more other objects,
the location and the event for which the picture was taken. Not all persons
or objects who are pictured in the photograph are necessarily described in the

3 http://www.lemurproject.org/
4 http://news.yahoo.com/
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news text. The inverse is also true. The texts are short and contain maximum 3
sentences. On average the texts have a length of 40.98 words, and contain 21.10
words that refer to noun phrase entities of which 2.77 refer to distinct persons
and objects present in the image (see table 1 for the distribution of visible entities
in the documents).

Because of the many images with only one person pictured, we refer to this
dataset as the EASYSET. From this set we select a subset of pictures where
three or more persons or objects are shown, which varying degree of prominence
in the image. We call this dataset that comprises 380 image-text pairs the DIF-
FICULTSET (see example in figure 2). Tests on the latter set allows us to better
understand the behavior of our different indexing methods when many persons
or objects with varying degree of prominence are shown in the photographs.

Table 1. Number of image-text pairs for a given number of entities in the image

Entities 0 1 2 3 4 5 6 7 ≥ 8

Documents 2 168 353 151 133 47 17 8 24

We annotated the images with the names of the persons and objects shown,
and ranked these entities according to prominence in the image. Queries were
randomly generated from the manual annotations of the images and were filtered
in order to have images in which the queried persons or objects were present at
several levels of prominence. In this way we obtained 53 queries that contain
one name of a person or object, and 26 queries with two entities (23 queries
with two person names and 3 queries with a person and object name). Larger
queries do not seem to make sense, as people often search for a picture of one
person, perhaps a person with an object (e.g., car, flag), or 2 persons meeting
each other.

For each query we generated a list of images sorted according to relevancy
for the query (ground truth answer list) where the prominence of the entities in
the image is taken into account and where we give priority to images with fewer
persons or objects, and take into account the centrality and size of the person(s)
or object(s) of interest.

Note that all queries have at least one relevant image in the data sets, which
makes a comparison among the methods for finding the best picture more trans-
parent, and, most importantly, that multiple images can occupy the same rele-
vance rank in the ground truth answer list.

3.2 Evaluation

Our aim is to retrieve the best pictures, i.e., the images on rank 1 in the ground
truth answer list for a certain query, on top of the machine generated list. We
use the mean R-precision or R-recall where R is defined as the number of rele-
vant pictures on rank 1 in the ground truth answer list. This corresponds with
precision@1 taking into account that the first position or rank might contain
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U.S. President George W. Bush (2nd R) speaks
to the press following a meeting with the
Interagency Team on Iraq at Camp David in
Maryland, June 12, 2006. Pictured with Bush
are (L-R) Vice President Dick Cheney, Defense
Secretary Donald Rumsfeld and Secretary of
State Condoleezza Rice.

Fig. 2. Image-text pair (source: Reuters/Yahoo! News)

Table 2. Results in terms of Mean R-precision (MRP) and Mean Average Preci-
sion (MAP) for the ranking models based on the different text representations for the
EASYSET and DIFFICULTSET where the query is composed of one entity

Content MRP MAP MRP MAP
model EASYSET EASYSET DIFFICULTSET DIFFICULTSET
BOW 53.84 % 56.90 % 50.00 % 70.48 %

BON 69.23 % 61.25 % 58.00 % 74.14 %

AP 57.69 % 59.28 % 60.00 % 75.57 %

APS 57.69 % 57.14 % 56.00 % 74.07 %

APV 61.54 % 57.00 % 60.00 % 75.27 %

several best images. We also compute the classical average precision (AP) for
the R relevant pictures. The above precision values are averaged over the queries
and named in the tables below respectively as MRP and MAP.

3.3 Results

The results in terms of MRP and MAP are shown in tables 2 and 3. First, we see
that the visualness measure in generally improves the retrieval model when the
query is composed of one entity. This measure enables to determine how many
entities in a given text are likely to appear in the image, and thus to create
a more fine-grained ranking (since images with a small number of entities are
prefered above images with a large number of entities). We see furthermore from
tables 2 and 3 that this effect is most important when testing on the difficult
set. This seems intuitive, since the difficult set contains only documents with
large numbers of entities, for which it is important to determine what entities
appear exactly in the image. The results also show that prominence is sufficiently
captured by the maximum likelihood estimation of the term occurrence in the
text. The longer the captions, the more content probably is shown in the image
and the less important the individual entities in the image are. This simple
heuristic yields good results when using captions for indexing images, while
more advanced salience detection techniques are superfluous. When the queries
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Table 3. Results in terms of Mean R-precision (MRP) and Mean Average Preci-
sion (MAP) for the ranking models based on the different text representations for the
EASYSET and DIFFICULTSET where the query is composed of two entities

Content MRP MAP MRP MAP
model EASYSET EASYSET DIFFICULTSET DIFFICULTSET
BOW 53.85 % 60.60 % 69.23% 68.08 %

BON 69.23 % 64.93 % 73.07 % 72.08 %

AP 57.69 % 59.28 % 57.70 % 63.83 %

APS 57.69 % 54.44 % 61.54 % 60.30 %

APV 53.85 % 52.81 % 61.54 % 62.78 %

contain more terms, the simpler bag-of-words or bag-of nouns models have better
retrieval performance, possibly explained by the fact that short caption texts
that contain the query entities retrieve the best pictures.

4 Related and Future Work

Since the early days of image retrieval, text-based approaches are common be-
cause users often express an information need in terms of a natural language
utterance. Especially in a Web context text-based image retrieval is important
given that users are acquainted with keyword searches. Recognizing content in
the image that relies on descriptions of surrounding texts is researched, for in-
stance, by [9,1]. [3] demonstrated the importance of content that surround the
images on Web pages for their effective retrieval and have investigated how mul-
tiple evidence from selected content fields of HTML Web pages (e.g. meta tags,
description tags, passages) contribute to a better indexing. Also [10] combine
textual and visual evidence in Web image retrieval. The textual analysis in the
above research does not go further than a bag-of-words representations scheme.
The most interesting work here to mention is the work of Berg et al. [2] who also
process the image-text pairs found in the Yahoo! news corpus. They consider
pairs of person names recognized with named entity recognition (text) and faces
(image) and use clustering with the Expectation Maximization algorithm to find
all faces belonging to a certain person. Bayesian networks have been successfully
used in image retrieval by [3] who integrate evidence of multiple fields of HTML
Web pages. These authors found that a combination of description tags with
a 40-term textual passage that most closely accompanies the image, provides
best retrieval performance. However, still a bag-of-words approach is used. Our
work can perfectly complement the above research as we provide a more accu-
rate appearance model. The future lies in combining evidence from the different
media relying on advanced technology for text and image analysis (cf. [7]). Our
current and future work which combines visual and textual features goes in this
direction. When we obtain evidence from different sources other probabilistic
ranking models, such as inference or Bayesian networks are valuable [3].
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5 Conclusions

We have built and tested several probabilistic appearance or content models from
texts that accompany images. A simple bag-of-words approach is compared with
a bag-of-nouns approach and with a more fine-grained identification of what
content of the text can be visualized and of how prominent the content is in
the image. The appearance models were integrated in a probabilistic retrieval
function. The models based on more advanced text analysis taking into account
syntactic, semantic and discourse analysis - although successful in automatically
annotating the images - are not necessarily more discriminative for indexing
purposes, except when querying a difficult data set for one person or object,
where the images contain three or more persons or objects. A bag-of-nouns
representation yielded overall the best results, especially when the query becomes
more elaborated (with more entities), the overlap with the caption by using
simpler representations is sufficient.
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Abstract. In document retrieval using pseudo relevance feedback, after
initial ranking, a fixed number of top-ranked documents are selected as
feedback to build a new expansion query model. However, very little at-
tention has been paid to an intuitive but critical fact that the retrieval
performance for different queries is sensitive to the selection of different
numbers of feedback documents. In this paper, we explore two approaches
to incorporate the factor of query-specific feedback document selection
in an automatic way. The first is to determine the “optimal” number
of feedback documents with respect to a query by adopting the clarity
score and cumulative gain. The other approach is that, instead of cap-
turing the optimal number, we hope to weaken the effect of the numbers
of feedback document, i.e., to improve the robustness of the pseudo rel-
evance feedback process, by a mixture model. Our experimental results
show that both approaches improve the overall retrieval performance.

1 Introduction

To document retrieval, the pseudo relevance feedback tries to build an expanded
query language model using the top-selected documents according to the initial
retrieval results. Naturally, the top-ranked documents are assumed to be rele-
vant to the user’s query. In the process of building an expanded query model,
traditional methods tend to select a fixed number (� 50, typically) of top-ranked
documents as feedback, regardless of different queries. However, an intuitive but
critical fact has long been ignored: the retrieval performance for a specific query
is often sensitive to the selected number of feedback documents.

Figure 1(a) and 1(b) show the effects of different numbers, {5,10,15,20,25,30,
35,40,45,50}, of feedback documents by testing TREC query topics 51-150 (only
title field) on collection AP88-90. Figure 1(a) shows the manually identified
“optimal” (i.e., best performing) number of documents for each query, which is
obviously not a constant value for different queries. A comparison of the retrieval
performances between the expanded query language model using the query-
specific optimal numbers of feedback documents (based on Figure 1(a)) versus
other four expanded query language models using a fixed number of top-N (N ∈
(5, 10, 30, 35)) documents to all the queries. It turns out that the former can
generate a large improvement in average precision over the others. Following

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 547–554, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. The optimal number of feedback documents

this preliminary experiments, the question we are concerned about is: Is there an
automatic method of selecting the feedback documents with respect to individual
query?

There can be three directions towards finding a solution to the problem. The
first is to build a model by finding the truly relevant documents in the top-ranked
documents [8,9] using a support vector machine (SVM) based semi-supervised
method with the user’s help. The second direction is to directly capture the
optimal number of documents with respect to each query [1,3,11]. Some methods,
such as computing a clarity score using Kullback-Leibler (KL) divergence [3] and
using the maximum clarity score as the model-selection criterion [11]. The third
direction is to build a mixture model combining several expanded query language
models to weaken the effect of pseudo feedback document selection [6,2].

In summary, all the aforesaid attempts try to address the problem of docu-
ment/model selection for generating a new query model. However, in order to
build an optimal expanded query language model, a fully automatic method,
for either pursuing a single optimal model or combining multiple models, still
remains an open and attractive topic. In this paper, we explore novel approaches
incorporating the factor of query-specific feedback document selection in a fully
automatic way, and apply the existing clarity score (CS) and present two new
approaches respectively based on discount cumulative gain (DCG) and mixture
model (MM) for the document retrieval.

2 Determination of the Query-Specific Optimal Model

2.1 Clarity Score (CS)

In general, if the collection is large enough, it is often assumed that the distri-
bution of words in the document collection is uniform. The model with uniform
distribution is generally considered as the worst model for document retrieval
because the importance of words to query can not be distinguished from each
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other. The clarity score defined here is the KL divergence of the expanded query
language model M to the collection model Mcoll, as shown in Equation 1.

clarity score =
∑

w∈V

P (w|M) log2
P (w|M)

P (w|Mcoll)
(1)

where V is the word vocabulary for the collection. The smaller distance between
the two models is assumed to imply a poor retrieval performance for the query.
Based on this assumption, the clarity score can be used to predict the retrieval
performance of an expanded query language model. The pseudo code below
describes the application of the clarity score for selecting the optimal model
from several query language models Mi, (1 ≤ i ≤ m).

for i = 1 : m,

CSi =
∑

w∈V P (w|Mi) log2
P (w|Mi)

P (w|Mcoll)
end
M∗ = max1≤i≤m CSi

The model corresponding to the maximum clarity score is chosen as the op-
timal model. The clarity method has a clear advantage that it does not require
doing the actual retrieval. However, it can not guarantee that the selected model
is the truly best performing one. On one hand, the words in the collection model
may not distribute uniformly. On the other hand, even if the collection model
had the uniform distribution, the larger divergence between a query language
model and the collection model does not necessarily mean the query language
model closer to the best model we expect.

2.2 Discount Cumulative Gain (DCG)

Compared with the clarity score measure, discount cumulative gain (DCG) is a
more complex approach to measure the possible highly relevant documents. Un-
like the binary measure, by which queries are judged relevant or irrelevant with
regard to the query, the cumulative gain generally uses multiple graded relevance
judgments [10,4,5,7]. The cumulative gain based measure was summarized into
two points: (1) highly relevant documents are more valuable than marginally rel-
evant documents, (2) the lower the ranked position of a relevant document (of
any relevant level), the less valuable it is for the user. The details are referred to
[4]. In this paper, we apply the DCG to predicting the retrieval performance of
a model. So we hope to select an “optimal” model by comparing the cumulative
gains of each query language model. The cumulative gain is computed as below:

Collection: Given a query, collect the top 100 documents ranked after the
initial retrieval.

Re-ranking: Re-rank the 100 documents based on 10 expanded query lan-
guage models which is built by using {5, 10, 15, 20, 25, 30, 35, 40, 45, 50}
top-ranked documents, respectively. Simultaneously, 10 rank lists of the 100
documents are respectively obtained as well.
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Identification: Compute the summation of the order of a document in the 10
rank lists, so there are 100 values of the summation corresponding to the
100 documents. Select 16 documents as “pseudo” highly relevant documents
whose summation values are smaller.

Label: Label the 16 selected documents (16 is an experience value) with four
grades of ranking (also called gain value in [7]), namely R = [4, 4, 4, 4, 3, 3, 3, 3,
2, 2, 2, 2, 1, 1, 1, 1]

Computation: Compute the cumulative gain:
DCGMi =

∑16
j=1

2label(j)−1
log2(j+1)

where label(j) is the gain value associated with the label of the document at
the jth position of the ranked list. log2(j + 1) is a discounting function that
reduces document’s gain value as its rank increases [7].

In the process of computation, the relevance levels can be mapped to numer-
ical values, with 4 corresponding to the highest level of relevance and 1 corre-
sponding to the lowest level of relevance. The difference in gain values assigned
to highly relevant and relevant documents changes the score of cumulative gain.
The method of computing cumulative gain is almost same as that used in [7], in
which a normalized discount cumulative gain (NDCG) averaged over the queries
is used to evaluate the performance of the multiple nested ranker algorithm.
In addition, the computation also means that the re-ranking is needed over all
expanded query language models. The similar method using re-ranking over
multiple models for model selection can also be found in [11], but our method
only runs on the top 100 documents ranked by the initial retrieval rather than
searching the whole collection of documents with each query model, as done in
[11].

2.3 Mixture Models (MM)

The above two methods based on the CS and DCG aim to find the “optimal”
model in the multiple models. In this section, we attempt to build a mixture
model by combining all query language models rather than only selecting one.
The application of mixture models is to bind all N models whatever the value
of N is to a target model, aiming to smooth the effects from different models
[6]. In the process of building a mixture model, the key step is to estimate the
mixture weight of each model, as shown in Equation 2:

Mopt =
∑

j

λjMj (2)

where
∑

j λj = 1. In [12,6], an approach based on Kullback-Leibler (KL) distance
was used to optimize the weights for mixture models. Here we briefly describe
the optimization procedure, and the details can be found in [6].

D =
∑

i

T (wi)log
T (wi)

Mopt(wi)
(3)
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Table 1. Test collection and test topics

Collection Contents # of docs Size Queries (topics) # of Queries

AP88-90 Associated Press 242,918 0.73Gb 51-150 99
WSJ87-92 Wall Street Journal 173,252 0.51Gb 1-200 200

SJM91 San Jose Mercury News 90,257 0.29Gb 51-150 94

In equation 3, KL distance is computed between the target model T and the
mixture model Mopt. In [6], a similar optimization was adopted as below:

Hλ(T |Mj) = −
∑

w

Tw log
∑

j

(λj/
∑

j

λj)Mj,w (4)

In order to find the maximum of Equation 4, a derivation on λk is taken, and
the derivation is set to be zero.

∂Hλ

∂λj
= −

∑

w

TwMj,w∑
j λjMj,w

+
1

∑
j λj

= 0 (5)

Suppose λn
k is the mixing weight of element k after n iterations of the algo-

rithm. Then at the next iteration the weight should become:

λn+1
k ←−

∑

w

TwMj,wλn
k∑

j(λ
n
j /

∑
j λn

j )Mj,w
(6)

Here, the optimization of the weight to each model is to make the mixture
model best approximate the target model, so the selection of the target model
is actually key to the final results that the mixture models can achieve.

In [6], Lavrenko used the mixture model to weaken the effect of selecting the
number of feedback documents. Here, we exploit this idea in two different ways.
Firstly, we select the original words distribution on the top 50 documents as the
target model instead of a known relevant document as used in [6]. The reason is
that [6] needs a relevant document, which is generally selected manually, to build
the target model. Secondly, the model built by using the top 50 documents could
be the worst model compared with less documents being used because there are
more irrelevant information being included. If the performance of MM based
on the top 50 documents is good, then it could mean less documents used will
generate better result.

We have presented three approaches to deal with the problem caused by select-
ing the number of feedback documents. The first two approaches, respectively
based on CS and DCG, try to select the “optimal” model. The MM aims to
smooth this factor. In the next section, we will test their performances with two
TREC topic sets on three TREC collections.

3 Data and Experiments

The experiments are run by testing two query topics (only using the title field)
on three standard TREC data sets, whose statistic are summarized in Table 1.
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Table 2. Results (Average Precisions) of different models

The number of feedback documents
5 10 15 20 25 30 35 40 45 50 Optimal

AP8890 0.2829 0.2852 0.2863 0.2867 0.2886 0.2893 0.2888 0.2888 0.2862 0.2859 0.3228
SJM 0.2309 0.2303 0.2346 0.2339 0.2325 0.2335 0.2350 0.2342 0.2356 0.2346 0.2727

WSJ8792 0.3026 0.3065 0.3037 0.3026 0.3039 0.3042 0.3028 0.3031 0.3023 0.3021 0.3356

Table 3. The average precisions obtained by using three different approaches

worst best Clarity score Change over Change over
model model worst model(%) best model(%)

AP8890 0.2829 0.2893 0.2863 1.2 -1
SJM 0.2303 0.2356 0.2328 1.1 -1.2

WSJ8792 0.3021 0.3065 0.3028 0.2 -1.2
worst best Cumulative Gain Change over Change over
model model worst model(%) best model(%)

AP8890 0.2829 0.2893 0.2872 1.5 -0.7
SJM 0.2303 0.2356 0.2356 2.3 0

WSJ8792 0.3021 0.3065 0.3031 0.3 -1.4
worst best Mixture Model Change over Change over
model model worst model(%) best model(%)

AP8890 0.2829 0.2893 0.2889 2.1 -0.1
SJM 0.2303 0.2356 0.2402 4.3 1.9

WSJ8792 0.3021 0.3065 0.3087 2.1 0.7

In our system, each expanded query language model is built by using Jelinek-
Mercer linear interpolation between a query language model and the collection
model, in which the query language model is modeled using maximum likeli-
hood with the top-N, (N ∈ {5, 10, 15, 20, 25, 30, 35, 40, 45, 50}) documents. The
expansion is generated by running the Lemur toolkit. In this paper, we build 10
baseline expanded query language models Mi, (1 ≤ i ≤ 10). For each model, the
top 100 words are selected according to their distribution P (w|Mi) to form the
expanded query. The linear combination coefficient is set to be 0.9 and μ is set
to be 1000 for the retrieval process.

In Table 2, the average precision obtained by using 10 baseline expansion
models are listed in the order of increasing number of feedback documents used.
At the most right-hand side, the optimal average precisions are listed, which
are obtained by manually selecting the optimal model to each query. Naturally,
the optimal performance is much better than the baseline expansion models
generated by applying a fixed number of feedback documents to all queries, and
can be considered as the upper bound of the retrieval performance. To show
the different characteristics of the proposed automatic approaches, in the rest of
this section, we use three performance measures, i.e. average precision, average
precision @30 docs and robustness via query-by-query comparison.

Table 3 shows the retrieval performances using the three approaches for the
different collections, The “worst expansion model” and “best expansion model”
respectively represent the model with the lowest and highest average preci-
sion among the 10 baseline expansion models as shown in Table 2. All three
approaches give higher average precision than the “worst expansion model”.
The average precisions of the CS and DCG are slightly lower than the “best
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Table 4. The precisions @ 30 docs using three different approaches

Best Expansion Model Clarity Score Cumulative Gain Mixture Model
AP8890 0.4451 0.4411 0.4453 0.4455

SJM 0.2720 0.2626 0.2761 0.2762
WSJ8792 0.4002 0.3996 0.4062 0.4033

Table 5. Robust analysis to the retrieval performance on three collections

vs. best expansion model vs. worst expansion model
Better Neutral Worse Better Neutral Worse

AP Clarity Score 41 6 52 43 6 50
88-90 Cumulative Gain 48 6 45 52 5 42

Mixture Model 50 3 46 57 2 40
WSJ Clarity Score 43 3 48 45 2 47
87-92 Cumulative Gain 48 2 44 49 1 44

Mixture Model 47 0 47 48 0 46
SJM Clarity Score 96 6 98 98 5 97
91 Cumulative Gain 101 2 97 110 2 88

Mixture Model 99 3 98 110 2 88

expansion model”. The CS gives the lowest performance for all the three collec-
tions. The MM generates better results and even outperforms the “best expan-
sion model” on two collections. As we discussed in Section 2.1, the CS simply
measures the distance between a model and the collection model and it seems
to fail in selecting the appropriate number of feedback document. On the other
hand, the MM tries to combine the information from multiple models, which
can help weaken the effect of the model selection.

In addition, we list the precisions @ 30 docs, where the DCG and MM perform
better than the CS, and also outperform the best expansion model. This could
be because the DCG takes into account the ranking of the relevant documents
and MM combines the useful information from different models, and also smooth
them by weighting scheme to weaken the effect of “noisy” information.

A robustness analysis is shown in Table 5. The baselines are the best expan-
sion model and the worst expansion model with a fixed-number of feedback docu-
ments. We perform a comparison of the mean average precisions between each of
the three methods and the two baseline models query by query. Here, the terms
better/neutral/worse in Table 5 stand for the numbers of queries for which our ap-
proach gives a better/neutral/worse than the two baselines, respectively. We can
observe the robustness of using CS is a little lower than the other two approaches.
Furthermore, compared with the CS, both DCG and MM show more robust per-
formance improvement. DCG improves the most number of queries’ performance
but hurts the least number of queries, thus is the most robust.

4 Conclusion

In this paper, we present three approaches to automatically determine the query-
specific optimal number of pseudo feedback documents for query expansion. The
CS and DCG are used to look for an optimal value to the number of feedback
documents, and MM to reduce the effect of selecting the optimal number. The
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MM can combine the multiple expansion models instead of trying to capture
the best one. Its advantage is that it not only makes use of more useful infor-
mation, but also smooths “noisy” information. It is verified by our experimental
results: the MM shows better effectiveness (average precision and precision @30)
than the other two. Using DCG also shows promising result, especially in the
query by query robustness analysis. Both DCG and MM outperform the CS in
terms of both effectiveness and robustness. There is still a big gap between the
performance of our proposed approaches and the upper bound average precision
generated by the manually selected optimal model (as shown in Table 2). This
means there is a plenty of room for further performance improvement. In the
future, we will not only take into account the effect of selecting documents, but
also terms as well, which are kept constant in our experiments.
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Abstract. An expert search system assists users with their “expertise
need” by suggesting people with relevant expertise to their query. Most
systems work by ranking documents in response to the query, then rank-
ing the candidates using information from this initial document ranking
and known associations between documents and candidates. In this pa-
per, we aim to determine whether we can approximate an evaluation of
the expert search system using the underlying document ranking. We
evaluate the accuracy of our document ranking evaluation by assessing
how closely each measure correlates to the ground truth evaluation of
the candidate ranking. Interestingly, we find that improving the under-
lying ranking of documents does not necessarily result in an improved
candidate ranking.

1 Introduction

In large Enterprise settings with vast amounts of digitised information, an expert
search system aids a user in their “expertise need” by identifying people with
relevant expertise to the topic of interest. The retrieval performance of an expert
search system is very important. If an expert search system suggests incorrect
experts, then this could lead the user to contacting these people inappropriately.
Similarly to document IR systems, the accuracy of an expert search system can
be measured using the traditional IR evaluation measures such as precision and
recall of the suggested candidates. Expert search has been a retrieval task in
the Enterprise tracks of the Text REtrieval Conferences (TREC) since 2005 [1],
aiming to evaluate expert search approaches.

Most of the existing models for expert search work by examining the set
of documents ranked or scored with respect to the query, and then converting
this into a ranking of candidates, based on some information about the associ-
ations between documents and candidates. However, while various studies have
shown that applying known retrieval techniques to improve the quality of the
document ranking lead to an improvement in the accuracy of the ranking of
candidates [2,3,4], it has not been clear what characteristics in the improved
document ranking have caused the increase of retrieval accuracy of the expert
search system. This work attempts to approximate an evaluation of the under-
lying document ranking, to better understand how the document ranking can
affect the retrieval accuracy of the expert search system.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 555–563, 2008.
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The objectives of our experiments are two-fold: Firstly, to assess whether
the proposed methodology for evaluating the underlying document ranking can
produce an accurate estimation of the final accuracy of the expert search system;
Secondly, to examine which evaluation measures calculated on the document
ranking exhibit the highest correlation with each evaluation measure calculated
on the candidate ranking. In doing so, we gain an understanding into how various
techniques for expert search behave when the underlying ranking is altered.

The remainder of this paper is as follows: Section 2 briefly reviews several
models for expert search, and discusses the evaluation of expert search systems.
In Section 3, we show how to approximate an evaluation of the document ranking
of an expert search system, and investigate how the document ranking evaluation
correlates with the ground truth evaluation of the ranking of candidates. Finally,
in Section 4, we provide concluding remarks and points for future work.

2 Models for Expert Search

Given an input list of candidate experts, modern expert search systems work
by using documents to form a profile of textual evidence of expertise for each
candidate. This associated documentary evidence can take many forms, such as
intranet documents, documents or emails authored by the candidates, or web
pages visited by the candidate (see [2] for an overview). The candidate profiles
can then be used to rank candidates automatically in response to a query.

The most successful models for expert search use an initial ranking or scoring
of documents with respect to the query [2,4,5,6]. For instance, in Model 2 of
the language models proposed by Balog et al. [5], the probability of a candidate
is the sum of the probability of all retrieved documents, multiplied by the de-
gree of association between each document and the candidate. Similarly, in the
Voting Model for Expert Search [2], various voting techniques can be applied to
aggregate the retrieval scores or ranks of all the retrieved documents associated
to each candidate to form the final score for the candidate.

For all these techniques, there are three fundamental parameters that can im-
pact the accuracy of the expert search system: Firstly, the technique(s) applied
to generate the underlying ranking of documents impact the final ranking of can-
didates: various studies have shown that applying techniques (which normally
improve a document IR system) improve the ‘quality’ of the document ranking
results in increased accuracy of the candidate ranking [2,3,4]; Secondly, the qual-
ity of expertise evidence for each candidate (for instance how documents have
been associated to each candidate) has a major impact on the performance of
the system [5,7]; Lastly, the manner in which the document evidence is combined
for each candidate impacts on how accurate the expert search system is [2].

This work is concerned with the document ranking experimental parameter.
While it is possible to evaluate the final ranking of candidates, it has not been
possible to determine the properties of a ‘high quality’ ranking of documents
that produces an accurate ranking of candidates, because there has been no
direct method of measuring this ‘quality’. In the remainder of this section, we
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review how expert search system evaluation is normally performed, while the
next section describes how we can approximate an evaluation of the document
ranking.

2.1 Evaluation of Expert Search Systems

The evaluation of expert search systems presents more difficulties than that of
a document retrieval system, primarily because a document assessor can read
a document, and fairly easily make a judgement as to its relevance. However,
an expert search system returns only a list of names, with nothing to allow
an assessor to easily determine each person’s expertise. To this end, using the
TREC paradigm, there are essentially three strategies for expert search system
evaluation, to generate relevance assessments for candidates:

Pre-Existing Ground Truth: In this method, queries and relevance assess-
ments are built using a ground truth, which is not explicitly present in the
corpus. For example, in the TREC 2005 expert search task, the queries were
the names of working groups within the W3C, and participating systems were
asked to predict the members of each working group [1]. The problem with this
method of evaluation is that it relies on known grouping of candidates, and does
not assess the systems for more difficult queries where the vocabulary of the
query does not match the name of the working group. Moreover, candidates can
have expertise in topics they are not members of working groups on.

Candidate Questionnaires: In this method, each candidate expert in the
collection (or a person with suitable knowledge about the candidate experts’
expertise areas), is asked if they have expertise in each query topic. While this
process can be reduced in size by using pooling of the suggested candidates for
each query, the process obviously does not scale to a large collection with hun-
dreds or thousands of candidates. In particular, not all candidates are available
to question, or assessors may not have knowledge of every candidates’ interests.
A derivative of this approach was used to assess the TREC 2007 expert search
task in a medium-sized enterprise setting [9].

Supporting Evidence: This last method was proposed for the TREC 2006 ex-
pert search task [10]. In this method, each participating system is asked, for each
suggested candidate, to provide a selection of ranked documents that supported
that candidate’s expertise. For evaluation, the top-ranked candidates suggested
for each query are pooled, and then for each pooled candidate, the top-ranked
supporting documents are pooled. Relevance assessment follows a two-stage pro-
cess: assessors are asked to read and judge all the pooled supporting documents
for a candidate, before making a judgement of his/her relevance to the query.
Additionally, the pooled supporting documents which supported their judgement
of expertise are marked. Figure 1 shows a section of the TREC 2006 relevance
assessments, showing that candidate-0001 has relevant expertise to topic 52.
Moreover, a selection of supporting documents are provided, which the rele-
vance assessor used to support that judgement. In the final evaluation, only the
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52 candidate-0001 2
52 candidate-0001 lists-015-4893951 2
52 candidate-0001 lists-015-4908781 2
....

52 candidate-0002 0
....

Fig. 1. Extract from the relevance assessments of the TREC 2006 expert search task
(topic 52). candidate-0001 is judged relevant, with two positive supporting documents
shown (lists-015-4893951 etc.). candidate-0002 is not judged relevant.

candidate relevant assessments are used to evaluate the accuracy of the expert
search systems.

Once the (candidate) relevance assessments have been generated, using one of
the methods described above, it is then simple to evaluate a ranking of candidates
using standard retrieval evaluation measures, such as Mean Average Precision
(MAP), etc. For clarity, we call these measures Candidate MAP, etc, as they are
calculated on the ranking of candidates.

3 Document Ranking Evaluation

As noted above, the current effective models for expert search all take into
account the notion of document relevance to the query topic, before ranking the
associated candidates. We designate this underlying ranking of documents for
the query as R(Q). Because various studies have shown that improving R(Q)
has increased the accuracy of the candidate ranking, one could assume that the
accuracy of the ranking of candidates is dependant on how well the underlying
ranking of documents ranks highly documents related to the relevant candidates.

We aim to approximate an evaluation of the document ranking directly, to
aid failure analysis of expert search systems. In doing so, we hope to gain new
insights about the desirable characteristics of the document retrieval component
of an expert search system, which will help to build more accurate expert search
systems. To achieve this approximate evaluation, we use the supporting docu-
ments as relevance assessments: a document is assumed to be relevant to a query
iff it was judged as a relevant supporting document for a relevant candidate of
that query. Then to evaluate the document ranking, we use standard evaluation
measures, applied using these supporting document relevance assessments. Mean
Average Precision measured on the document ranking is denoted MAP of R(Q).

This work has two central objectives: Firstly, we test if the evaluation using
supporting documents of the underlying document ranking can approximate the
evaluation of the final candidate ranking; Secondly, to determine which measures
calculated on the document ranking best predict various measures calculated on
the candidate ranking. For our experiments, we use the set of supporting doc-
uments for all relevant candidates from the TREC 2006 expert search task. In
particular, 49 queries were assessed, for which there are on average 28.4 candi-
dates with relevant expertise. For each relevant candidate, there is on average
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9.8 supporting documents for that judgement, which over all candidates, gives
a mean of 134.8 unique supporting documents per query.

In the following section, we use an expert search system to generate many
document rankings and corresponding candidate rankings, and examine how
changes in the document rankings are reflected in the candidate rankings. The
following section details the experimental setting applied.

3.1 Experimental Setting

The TREC W3C collection is indexed using Terrier [8], removing standard
stopwords and applying the first two steps of Porter’s stemming algorithm.
Documents in the initial ranking R(Q) are ranked using the DLH13 document
weighting model [2] from the Divergence from Randomness (DFR) framework.
We chose to experiment using DLH13 because it has no term frequency nor-
malisation parameter that requires tuning, and hence, by applying DLH13, we
remove the presence of any term frequency normalisation parameter in our ex-
periments. We then create many document rankings by varying the parameters
of a document-centric query expansion technique. Next, we generate the profiles
of documentary evidence of expertise for the candidates: for each candidate,
documents which contain an exact match of the candidates full name are used
as the profile of the candidate. The document candidate associations are not
varied, however the applied associations have previously performed robustly on
the same task [3].

For the combining of document ranking evidence into a ranking of candi-
dates, we use three voting techniques from the Voting Model, namely CombSUM,
CombMNZ and expCombMNZ [2], as these provide several distinct methods to
transform a document ranking into a candidate ranking. Note that CombSUM
is equivalent to the Model 2 approach of Balog et al [5], if a language modelling
approach is used to generate R(Q) [3]. For this reason, we do not experiment
using the language modelling approach of Balog et al [5].

To assess how the document ranking evaluation correlates with the evaluation
of the generated candidate ranking, we need to generate many alternative docu-
ment rankings for each query, evaluate them, and see how these correlate to the
final candidate evaluation measure. To this end, and as mentioned above, we use
document-centric query expansion (DocQE) for expert search [3]. In document-
centric QE, query expansion is applied on the document ranking, to identify
some informative terms from the top-ranked documents (we use the Bo1 DFR
term weighting model to measure the informativeness of terms [3]), which are
added to the initial query. The expanded query is then re-run to give an en-
hanced document ranking, which should produce higher retrieval performance
when transformed into a ranking of candidates [3]. The number of top retrieved
documents to consider (exp doc) and the number of terms to add to the query
(exp term) are parameters of the query expansion, and by varying these we can
generate various initial ranking R(Q) with varying retrieval performances. We
vary 1 ≤ exp term ≤ 29 and 3 ≤ exp doc ≤ 29, giving 783 different parameter
settings.
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Fig. 2. The effect of varying QE parameters (exp term and exp doc) on the vari-
ous evaluation measures, i.e. MAP on the initial document ranking (denoted MAP of
R(Q)), and final candidate MAP calculated on the candidate ranking produced by the
CombSUM and expCombMNZ voting techniques.(Note different Z-axis scales).
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Fig. 3. Scatterplots showing the overall correlation between MAP of R(Q) and Candi-
date MAP, for three voting techniques.(Note different Y-axis scales).

3.2 Document Ranking Correlation

Figure 2(a) shows a surface plot for various settings of the exp term and exp doc
QE parameters, evaluated using MAP of R(Q). Secondly, Figures 2(b) & (c)
show the retrieval performance achieved when the ranking is aggregated into
a ranking of candidates by CombSUM and expCombMNZ respectively1. Each
point in Figure 2(a), (b) or (c) represents the MAP over the 49 topics in the
TREC 2006 expert search task. Comparing these figures we can observe that
while the outline of the surfaces between the MAP of R(Q) and candidate MAP
plots are similar, the MAP of R(Q) plot is much smoother - this suggests that
if the overall correlation trend between MAP of R(Q) and candidate MAP plots
is similar, it may be easier for an automated training process (e.g. hill climber
or simulated annealing) to train an expert search system on the smoother MAP
of R(Q) surface.

Figures 3(a), (b) & (c) show scatterplots of the correlations between MAP
of R(Q) vs Candidate MAP for the CombSUM, CombMNZ and expCombMNZ
voting techniques respectively. From the figures, it is clear that the accuracy
of the voting techniques is dependent on the accuracy of the underlying rank-
ing of documents. In particular, we can quantify this by examining the overall
1 The plot for CombMNZ is similar to CombSUM, and is hence omitted for brevity.



Expert Search Evaluation by Supporting Documents 561

Table 1. Correlation between various document and candidate ranking evaluation
measures, for three voting techniques. The best correlation for each Candidate ranking
measure (column) and voting technique are emphasised, while correlations which are
statistically different (using a Fisher Z-transform and the two-tailed significance test)
from the best correlation (p < 0.05) in each column are denoted *.

Candidate Measures

R(Q)
CombSUM CombMNZ expCombMNZ

MAP MRR rPrec P@10 MAP MRR rPrec P@10 MAP MRR rPrec P@10

MAP 0.8552 0.7076 0.8192 0.6461 0.8561 0.6581 0.8260 0.6661 0.4898 0.0942* 0.3190 -0.0397
MRR 0.3503* 0.5008* 0.2889* 0.0492* 0.3031* 0.4151* 0.2868* 0.2274* 0.0570* -0.2701* 0.2092* -0.0469
rPrec 0.8256* 0.5737* 0.8086 0.6959 0.8519 0.5942* 0.8034 0.6049* 0.4280 0.2420 0.1745* -0.2041*
P@10 0.7225* 0.6008* 0.6955* 0.5300* 0.7340* 0.5378* 0.7206* 0.5929* 0.4235 0.0665* 0.0361* 0.0361

correlation between the ranking of settings by MAP of R(Q) and the Candidate
MAP, using Spearman’s ρ. In these cases, ρ = 0.8552 and ρ = 0.8561 over the
783 points each, for CombSUM and CombMNZ respectively. For expCombMNZ,
which performs better overall, the correlation is lower (ρ = 0.4898), and inter-
estingly a ‘tail-off’ in Candidate MAP can be observed for MAP of R(Q) > 0.15.
Indeed, this technique exhibits a rather unexpected trait in the sense that im-
proving the document ranking does not always result in an improved candidate
ranking accuracy. We suspect that this is an example of a form of over-fitting of
the QE technique to the document ranking evaluation. In general, we conclude
that to improve the accuracy of an expert search system, we can apply tech-
niques that are known to improve the accuracy of a standard document retrieval
system, however, some techniques (e.g. expCombMNZ) can suffer when the doc-
ument ranking is over-fitted to the R(Q) evaluation, and thus require further
investigation to fully understand this phenomenon.

Next, we investigate which measures calculated on the initial document rank-
ing predict best various evaluation measures for the candidate ranking. In doing
so, we aim to understand what characteristics in the document ranking affect
the generated candidate ranking. Table 1 presents the Spearman’s ρ correlation
between various evaluation measures on the document ranking (R(Q)), and the
final ranking of candidates, for the CombSUM, CombMNZ and expCombMNZ
voting techniques. The evaluation measures applied are MAP, precision at R doc-
uments (rPrec), reciprocal rank of first relevant document (MRR) and precision
@10 (P@10).

From the results, we can draw the following conclusions: MAP and rPrec on
the document ranking are good predictors for both the candidate MAP and
rPrec measures. This is not surprising, given that rPrec is often the most cor-
related measure to MAP [11]. In general, for CombSUM and CombMNZ, MAP
of R(Q) is the best predictor for any candidate ranking measure (an excep-
tion is CombSUM, where rPrec is a slightly better predictor for P@10). This is
intuitive, as the voting techniques investigated here are recall orientated - i.e.
they examine all the retrieved document associated with each candidate, so it
makes sense that even small changes lower down the document ranking improve
the overall effectiveness of the voting technique. In contrast, despite the higher



562 C. Macdonald and I. Ounis

retrieval performance of expCombMNZ technique, lower correlations are ob-
served. In particular, MAP and rPrec on R(Q) are the best predictors for
candidate MAP. P@10 is also a good predictor, due to the natural focus of
expCombMNZ on the top of the document ranking. However, it appears to be
impossible to predict the candidate P@10 measure for expCombMNZ, which is
unexpected, because MAP and P@10 are normally strongly correlated [11].

Overall, while in general, we conclude that in order to improve an expert
search system, it appears to be most effective to apply retrieval techniques that
improve MAP, regardless of the evaluation measure that it is desired to improve.

4 Conclusions

The current effective expert search models all take into account, in some way,
the relevance score of the documents with respect to the query, which are then
converted into a ranking of candidates. Moreover, previous works on expert
search show that somehow improving the quality of the underlying ranking of
documents (R(Q)) results in a more accuracy expert search system.

In this work, we have proposed an approximate evaluation of R(Q) using the
supporting documents as relevance assessments. In our experiments, we examined
how closely the R(Q) evaluation correlates to the final candidate ranking, using
various evaluation measures, across various input document rankings of varying
quality. Our experiments found that the document ranking could be evaluated us-
ing the proposed methodology. Furthermore, while various measures can be used
to measure the quality of R(Q), for the voting techniques applied, MAP appears
to be the most effective predictor of the candidate evaluation measures.

The initial step taken in this work towards the evaluation of expert search
systems using the document ranking is important as the current evaluation is
awkward due to its second-order nature. By showing that the accuracy of the
ranking of candidates generated by an expert search system is indeed linked
to the quality of the underlying document ranking, failure analysis becomes
easier. Moreover, we are able to gain more insights into the characteristics of the
document ranking which influence the generated candidate ranking.

In this paper, we did not evaluate the document ranking with real document
relevance assessments, instead approximating these using the supporting docu-
ment as relevance assessments. The newly available TREC 2007 Expert Search
test collection [9] is the natural next step for this work, as it contains relevance as-
sessments for candidates and documents on the same query topics. Additionally,
using a more diverse source of document rankings than varying query expansion
parameters would allow a fuller understanding of the evaluation methodology.
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Abstract. In the context of Web Search, clustering based engines are
emerging as an alternative for the classical ones. In this paper we analyse
different possible ranking algorithms for ordering clusters of documents
within a search result. More specifically, we investigate approaches based
on document rankings, on the similarities between the user query and the
search results, on the quality of the produced clusters, as well as some
document independent approaches. Even though we use a topic based
hierarchy for categorizing the URLs, our metrics can be applied to other
clusters as well. An empirical analysis with a group of 20 subjects showed
that the average similarity between the user query and the documents
within each category yields the best cluster ranking.

1 Introduction

When looking for information in the web, search engines are the place to start.
However, in order to quickly find the sought answers, a high quality user interface
is also necessary. For this purpose, categorizing output by assigning categories
to URLs has been shown to perform much better than the classical ranked list
interface [1]. In this paper we argue that an efficient, well-studied ordering of
the search clusters is equally important for the search quality.

There are few works proposing methods to rank search clusters, and none of
them analyses and compares the approaches available for this purpose. We distin-
guish two broad methods to cluster search results: (1) Unsupervised approaches,
such as the seminal Scatter/Gather algorithm [2], which groups documents to-
gether based on their terms; and (2) Supervised approaches, such as the work of
Zeng et al. [4], who ranked salient phrases using pre-learned regression models,
and then formed clusters by assigning documents to the appropriate sentences.

� This work was performed while the author was employed by the L3S Research Center,
Hannover, Germany.
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While this paper studies the latter broad technique, its investigation could be
easily carried out for unsupervised algorithms as well.

In this paper we analyse 10 different metrics for ordering search output clus-
ters, grouped as follows: (1) Ranking by search engine scores, (2) Ranking by
query to cluster similarity, (3) Ranking by intra-cluster similarity, and (4) Rank-
ing with generic measures. An empirical investigation performed with 20 subjects
indicated the similarity between the user query and the cluster documents as the
best cluster ranking approach at a statistically significant difference.

2 Categories Ranking Algorithms

This section details the categories ranking algorithms we analysed, grouped into
the previously mentioned 4 categories.

Ranking by Search Engine Scores. This set of metrics builds onto the im-
portance score given by the search engine to each resource. It comprises the
following approaches:

• Average PageRank (AvgPR) of resources in the category, higher values com-
ing first:

AvgPR(C) =
1

n

n∑

p=1

PR(p), ∀ page p ∈ C

with n denoting the number of pages p contained in category C, and PR(p)
representing the actual search engine score1 (i.e., PageRank) assigned to p.

• Total PageRank (SumPR) in the category:

SumPR(C) =
n∑

p=1

PR(p), ∀ page p ∈ C

This scheme extends the previous one by incorporating cluster size, as cat-
egories containing more items will tend to have higher scores.

• Average Rank (AvgRank) of resources in the category, as opposed to score:

AvgRank(C) =
1

n

n∑

p=1

Rank(p), ∀ page p ∈ C

• Minimum Rank (MinRank), ranking by the best result in the category:

MinRank(C) = min
p

Rank(p), ∀ page p ∈ C

Ranking by Query to Category Similarity. This measure is based on the
similarity between the web query q and each page p within the category. It is
called Average Normalized Logarithmic Likelihood Ratio (NLLR) [3]:

NLLR(C) =
1

n

n∑

p=1

∑

t∈q

P (t|p) ∗ log
(1 − λ) · P (t|p) + λ · P (t|C)

λ · P (t|C)
, ∀ p ∈ C

1 In our experiments we approximated these values using a Power Law distribution.
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where t are the terms in the query, n is the number of pages in the given category,
λ is a constant set to 0.85, and C represents the category itself.

Ranking by Intra Category Similarity. This group exploits the quality of
the resulting categories, as follows:

• Average Intra Category Similarity (AvgValue), based on the average similar-
ity between each URL and the category centroid. The metric favours clean
clusters of pages, in which the results are closest to their specific category.

• Maximum Intra Category Similarity (MaxValue), which considers only the
maximum value of the above mentioned similarities. Thus, the focus here is
only on the best matching document.

Other Ranking Approaches. Our last group covers metrics which seem to be
used by commercial search engines, as well as a random approach, as baseline:

• Order by Cluster Size (Size)2.
• Alphabetical Order (AlphaBet)3.
• Random Order (Random).

3 Experiments

Setup. We asked 20 PhD / PostDoc Students in Computer Science and Peda-
gogy to perform specific search tasks using our algorithms. We searched the web
and we classified the search engine output using 2 methods, Supporting Vector
Machines and Bayesian classifiers, in order to make sure that the performance of
the ranking algorithms does not depend on the classification method. The clas-
sifiers were trained using the top-3 ODP category levels, using the 50,000 most
frequent terms from their titles and web page descriptions. We discarded the
non-English categories, applied Porter’s stemmer, and removed the stopwords,
obtaining in total 5,894 categories. Both algorithms performed similarly, SVM
being slightly better. Note that although we experimented on textual data, most
of our metrics also work on other types of input as well.

Each subject evaluated 20 queries, one for each [algorithm, classifier] pair, the
category ranking being completely invisible. There were 12 queries randomly
selected from the TREC Topic Distillation Task of the Web Track 2003 (TD),
and 8 from the Web Track 2004 (WT), half of them randomly selected and
the other half manually selected by us as ambiguous. One extra query at the
beginning was performed for getting familiarized with the system and was not
included in the evaluation. In total, 400 queries were evaluated. For each of them,
the system performed web search using the Google API and retrieved the titles
and snippets of the first 50 results.

For each category, we displayed the Top-3 results, including title and snippet,
and a “More” button if there were more results in that category. The order

2 Apparently a major component of Vivisimo’s ranking.
3 Used in some Faceted Search Engines, such as Flamenco.
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Fig. 1. Average time to find relevant results

Fig. 2. Average Rank of the Results

inside a category was the one returned by Google. Each URL was classified into
up to 3 categories. All output was cached to ensure that results from different
participants were comparable and that each participant received the same URLs
for the same query. Having the clustered output, the user had to select the first
result relevant to the query.

Results. We depict in Figure 1 the average search time for our cluster ranking
methods. The metrics using the similarity between the query and the results
(NLLR) allowed for finding relevant results in the fastest way, with an average
of 31s. In contrast, the performance of the widely used algorithms (e.g., Alpha-
Bet, Size) was rather average, below the best 3 methods. The Topic Distillation
queries were the most difficult, as they were selected to be more ambiguous, while



568 G. Demartini et al.

Fig. 3. Average Rank of the Categories

also having a specific task associated to them. The Web Track random queries
were moderately difficult and the Web Track ambiguous ones were the easiest
(this is correct, as they had no specific search task associated to them). For all
cases, NLLR yielded the best performance. Performing an ANOVA analysis, the
p-values versus Size and Alphabetical ordering were 0.03 and 0.04, respectively
making the difference statistically significant. MinRank and AvgValue were also
visibly better than the traditional methods, especially for TD queries. Their p-
values were 0.04 and 0.03 compared to Size, as well as 0.17 and 0.09 compared
to AlphaBet. Finally, since strong time differences between queries might mis-
lead the results, we also calculated the ranking of each algorithm per user, the
outcome being consistent with the conclusions drawn from the time analysis.

Another investigation related to the placement of the relevant results. Figure 2
presents the average rank of the first relevant URL and Figure 3 the average rank of
the cluster containing it. Again, NLLR yields the best ranking, whereas AlphaBet
and Size are mediocre. Only for the WT random queries did Size perform close
to NLLR. We therefore conclude that NLLR is not only facilitating the fastest
identification of relevant URLs, but it also generates the best overall ranking.

4 Conclusions and Future Work

We analysed 10 metrics for ranking web search clusters, grouped into 4 classes:
(1) Ranking by search engine scores, (2) Ranking by query to cluster similarity,
(3) Ranking by intra-cluster similarity, and (4) Ranking with generic measures.
Our empirical results showed the similarity between the query and the cluster
as the best ranking approach, significantly better than traditional methods such
as ordering by size. While this paper focused on a supervised clustering method,
in future work we will apply the same analysis onto unsupervised and semi-
supervised techniques.
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Abstract. Using map visualisation tools and earth browsers to display images 
in a spatial context is integral to many photo-sharing sites and commercial 
image archives, yet little academic research has been conducted into the utility 
and functionality of such systems. In developing a prototype system to explore 
the use of Google Earth in the visualisation of news photos, we have elicited 
key design issues based on user evaluations of Panoramio and two custom-built 
spatio-temporal image browsing prototypes. We discuss the implications of 
these design issues, with particular emphasis on visualising news photos. 

1   Introduction 

The development of location-aware technology has increased the availability of media 
containing spatial and temporal information. This is particularly true for visual media 
such as photographs. Photo-sharing websites such as Flickr1, Pikeo2, Panoramio3 and 
Woophy4 now offer spatial (and temporal) image browsing facilities using generic 
map visualisation services such as Google Maps5, and earth browsers such as Google 
Earth (GE)6. The use of such interfaces is interesting, as it seems to take advantage of 
the mind’s inherent spatial-temporal reasoning capabilities (cf. Tversky’s concept of 
cognitive collages [1] and Tomaszewski et al. [2]). However, little academic research 
has been conducted into their utility (what such a system is useful for) and 
functionality (how does such a system achieve this), two key design characteristics. 

To address this, we chose to evaluate the Google Earth version of Panoramio, an 
existing spatial image browser run on a commercial basis by Google. Our key 
findings were then used to develop and evaluate two prototype spatio-temporal image 
browsers for news photos, media that is highly time and place specific. The 
prototypes are being developed for a major UK-based news agency, Press Association 
(PA) Photos7, to investigate the use of new visualisation technologies, such as Google 
Earth, within their organisation and the news photo industry in general. 

                                                           
1 http://www.flickr.com  
2 http://www.pikeo.com 
3 http://www.panoramio.com  
4 http://www.woophy.com  
5 http://maps.google.com  
6 http://earth.google.com  
7 http://www.paphotos.com  
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2   Background 

Many online image databases (such as Flickr) currently use earth browsers to enable 
users to browse images. Research into the display of images in a geo-spatial context 
can be traced back through systems such as WING [6], which combined a 3-D map 
with location specific text and images in a way that made it a clear predecessor of 
Google Earth. More recent developments have occurred in the field of Geovisual 
Analytics (GA), which according to MacEachren [4] is an attempt to bridge the 
putative gap between traditional cartography and virtual reality. Google Earth is 
considered to be one of the most popular platforms for GA applications [2].  

3   Methodology 

The research was conducted as part of a user-centered, iterative design process; 
providing participants with hands-on access to image browsing software. Following 
an initial survey of four spatial image browsing facilities (provided by Flickr, 
Panoramio, Pikeo, and Woophy), the first iteration consisted of an explorative user 
evaluation of Panoramio (arguably the most successful of the four in its use of Google 
Earth) to identify key issues of utility and functionality (section 4). The codified data 
was extracted from contemporary notes of volunteers’ behaviour and verbal feedback, 
together with a pre and post evaluation questionnaire completed by each volunteer. 
The second iteration explored these design issues by implementing two prototype 
systems, each displaying around 3,000 news images (from PA). The images were 
associated with metadata including geo-name (city and country), date, category, 
headline and caption. Each geo-name was manually associated with a spatial 
coordinate using the geonames.org online gazetteer. These two prototypes used the 
spatio-temporal browsing capabilities of Google Earth; the difference being that 
Prototype 2 also addressed the issue of clustering large numbers of spatially close 
images by providing single thumbnails linked to ‘galleries’ of similar (i.e. those 
sharing identical time, date and headline) images opened by a mouse click.  

With no established user group within PA for such a system, non-employee 
volunteers were recruited. For consistency, five female and five male master’s 
students were selected, all studying librarianship or information science. The number 
was not predetermined, but chosen when qualitative saturation was observed. For the 
first experiment, each volunteer completed a preliminary questionnaire to establish 
her/his Internet experience before carrying out four search tasks using a within-
subjects design (tasks ordered using a Latin-Square arrangement). Thinking aloud was 
encouraged. To be representative of the widest variety of search tasks, these were 
chosen to correspond with Shneiderman’s [5] four categories of search: specific fact-
finding, extended fact-finding, open-ended browsing and exploration of availability. 
A ten minute limit was placed on each task. During the second iteration, seven 
volunteers (all prior participants) were invited to browse for images on their own 
choice of subject, but asked to consider their use of temporal selection and provide 
feedback on the two prototypes. User’s comments, observations and preferences were 
recorded during all of the experiments. 
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4   Results 

The initial survey of image browsers identified a number of key functional design 
issues related to (in particular) spatial visualisation, including how to deal with many 
images sharing spatial proximity (clustering) and what metadata to display alongside 
the image. Regarding clustering, this includes whether to display an icon for each 
image (Panoramio), have one icon representing a set of images (Woophy) or 
decompose into more specific icons when viewed at a higher magnification (Pikeo). 
In the case of one image representing a set, this includes whether to display a 'gallery' 
showing further images (Flickr/Pikeo) or an "exploding cluster" (GE 4.0). 

Table 1. Panoramio utility issues, by frequency 

Issue 
Code 

Issue Description Occurrence (% 
of volunteers) 

U1 Preference for searching in places visited in real life 50% 
U2 Expressed belief that local knowledge needed to search effectively 40% 
U3 Tendency to browse pics not directly relevant to the task in hand 40% 
U4 Found system highly engaging 30% 
U5 Difficult to search for pics geographically unless linked to specific place 30% 
U6 Would work better if combined with text based image search engine 30% 
U7 Would make an excellent educational tool 20% 
U8 Only being able to look at one location at a time makes searching 

inefficient 
20% 

U9 Hesitating at index search as can’t think of words to enter 20% 
U10 Index search hampered by spelling error 20% 
U11 Tend to find interesting pics when not particularly looking for them 10% 
U12 Geographical context of images is irrelevant 10% 

Table 2. Panoramio functionality issues, by frequency 

Issue 
Code 

Issue Description Occurrence (% 
of volunteers) 

F1 Time lag before Panoramio thumbnails appear (at least 4 seconds after 
globe stops moving) 

40% 

F2 Not a big enough selection of pics available 40% 
F3 Zoomed in on remote area (or body of water) and no pics available 40% 
F4 Selected images vanish unexpectedly (due to network link updating) 30% 
F5 Selecting nodes because thumbnails slow to appear 30% 
F6 Not waiting long enough for Panoramio pics to appear before moving on 30% 
F7 Delay in downloading full-size image 20% 
F8 Not able to refind one or more pics previously selected 20% 
F9 Not zooming in to see more images 10% 
F10 Would be good to more text info in picture bubbles. 10% 
F11 Would be good to see a selection of related thumbnails shown in bubble 10% 
F12 Would be good if thumbnail significantly enlarged when mouse hovers 

over 
10% 
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Table 3. Prototypes 1 & 2 temporal issues, by frequency 

Issue 
Code 

Issue Description Occurrence (% 
of volunteers) 

T1 Lack of text / numeric option for selecting dates  43% 
T2 Selecting the most recent images contemporises the information available 

in Google Earth, as satellite images can be years out of date  
14% 

T3 Time slider is particularly useful for selecting news images 14% 
T4 Slider is too small and fiddly 14% 
T5 Good that it is bimodal (static or animated) 14% 

Although it became apparent that Panoramio is not an efficient means of image 
retrieval, several volunteers found it highly engaging and continued using it after the 
session. No statistically significant relationship was found between the issues of 
utility and functionality identified (Tables 1 and 2) and the four search tasks. Table 3 
shows temporal design issues elicited from evaluation of the two prototypes.  

5   Discussion 

Issues of utility are important because the technology is novel. Though not necessarily 
a time-efficient means of image retrieval, spatio-temporal image browsing seems to 
hold broad appeal. One explanation is offered by Tversky’s [1] concept of cognitive 
collages; i.e. that spatial memory is not a single, coherent internal ‘map’ but rather a 
collage of diverse environmental sources (Hirtle & Sorrows [3] link this idea to 
WING). Combining news images and text with spatio-temporal information may be 
one way in which such collages could be built, thus companies like PA might use 
such a system to understand news images in a broader geo-spatial context, rather than 
simply filtering images by time and place. This corresponds with 30% of volunteers 
preferring a text based search to select images being viewed in GE (Table 1, U6), and 
30% having difficulty searching for non location-specific images (U5).  

If cognitive collages exist, then spatio-temporal display may reinforce existing 
collages as well as create new ones. Set in the context of PA, journalists might browse 
images from a familiar region to further enrich their understanding of it. A desire to 
reinforce existing collages could explain why 50% of volunteers gravitated towards 
places visited in real life (U1), 40% stated local knowledge is required for effective 
browsing (U2), and 40% diverted from set tasks to browse locations/images of 
personal interest (U3). The principle benefit that temporal image browsing adds is 
contemporisation (Table 3, T2), particularly useful if viewing images from a familiar 
(but not recently visited) place. Given that press photographers can now upload (in 
real time) photos embedded with GPS generated spatio-temporal information, there is 
strong potential for the spatio-temporal display of news images in a GA context.  

Some of the functional issues identified can be applied to spatio-temporal image 
browsing in any context, not jut PA. Preloading a large set of thumbnails (rather than 
downloading thumbnails piecemeal) seems the best way to address the time lag in 
waiting for Panoramio thumbnails to appear (Table 6, F1) that 50% of volunteers 
mentioned. This reduces the likelihood of users giving up the search in a particular 
area (F6) or selecting other information providers in Google Earth (F5). It also 
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prevents images disappearing unexpectedly (F4). However, preloading incurs a longer 
initial delay and may increase overall bandwidth usage. The selection of images (F2) 
and their uneven spatial distribution (F3) may be outside the control of the developer. 
The latter is especially problematic when images are provided with geo-names rather 
than user-specified geo-codes as thousands of images may share an identical location 
(e.g. “London”). GE (release 4.0 and higher) allows such clusters to spring apart when 
selected, but this is ineffective for very large clusters. Prototype 2’s method of 
displaying one thumbnail per date/location/subject (and linking this to a ‘gallery’ 
containing the rest) provides a contingency; volunteers preferred this in most respects. 

6   Conclusions 

The increase in location-aware technologies is likely to cause more widespread use of 
spatial and temporal visualisation technologies. These are likely to appeal to users due 
to their inherent conceptual link with the mind’s spatial-temporal reasoning 
capabilities. Organisations like PA Photos are able to exploit such technologies for 
novel interfaces and new business contexts. In this paper, we have identified some of 
the key general design issues with using Google Earth to provide spatial and temporal 
search and browse. We are using these design features to guide the development of 
prototype systems to explore the use of Google Earth in the news photo industry. In 
future work, we plan to test prototypes with staff from PA Photos, perhaps using a 
positivist study to strengthen or discount some of the key issues suggested by this first 
exploratory study, and to further explore the use of spatio-temporal visualisation. 
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Abstract. Current representation schemes for automatic text classifi-
cation treat documents as syntactically unstructured collections of words
or ‘concepts’. Past attempts to encode syntactic structure have treated
part-of-speech information as another word-like feature, but have been
shown to be less effective than non-structural approaches. Here, we in-
vestigate three methods to augment semantic modelling with syntactic
structure, which encode the structure across all features of the document
vector while preserving text semantics. We present classification results
for these methods versus the Bag-of-Concepts semantic modelling repre-
sentation to determine which method best improves classification scores.

Keywords: Vector Space Model, Text Classification, Parts of Speech
Tagging, Syntactic Structure, Semantics.

1 Introduction

Successful text classification is highly dependent on the representations used.
Currently, most approaches to text classification adopt the ‘bag-of-words’ docu-
ment representation approach, where the frequency of occurrence of each word
is considered as the most important feature. This is largely because past ap-
proaches that have tried to include more complex structures or semantics have
often been found lacking [1], [2].

However, these negative conclusions are premature. Recent work that employs
automatically generated semantics using Latent Semantic Analysis and Random
Indexing have been shown to be more effective than bag-of-words approaches in
some circumstances [3]. As a result, it seems more a matter of determining
how best to represent semantics, than of whether or not semantics is useful for
classification.

Here we demonstrate that the same is true of including syntactic structure.
A recent comprehensive survey suggests that including parse information will
not help classification [2]. However, the standard method for including syntac-
tic information is simply to add the syntactic information as a completely new,
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independent feature of the document. In contrast, the methods we investigate
in this paper take a very different approach to feature generation by distribut-
ing syntactic information across the document representation, thus avoiding the
limitations of past approaches.

2 Bag-of-Concepts and Context Vectors

The Bag-of-Concepts (BoC) [3] text representation is a recent text representation
scheme meant to address the deficiencies of the Bag-of-Words (BoW) represen-
tations by implicitly representing synonymy relations between document terms.
BoC representations are based on the intuition that the meaning of a document
can be considered as the union of the meanings of the terms in that document.
This is accomplished by generating term context vectors for each term within
the document, and generating a document vector as the weighted sum of the
term context vectors contained within that document.

Reducing the dimensionality of document term frequency count vectors is a
key component of BoC context vector generation. We use the random indexing
technique [4] to produce these context vectors in a more computationally efficient
manner than using principal component analysis (PCA).

BoC representations still ignore the large amount of syntactic data in the
documents not captured implicitly through word context co-occurrences. For
instance, although BoC representations can successfully model some synonymy
relations, since different words with similar meaning will occur in the same con-
texts, it can not model polysemy relations. For example, consider the word “can”.
Even though the verb form (i.e., “I can perform that action.”) and the noun form
(i.e., “The soup is in the can.”) of the word occur in different contexts, the gener-
ated term vector for “can” will be a combination of these two contexts in BoC.
As a result, the representation will not be able to correctly model polysemy
relations involving a word that can be used in different parts of speech.

3 Methods for Syntactic Binding

To solve the problem of modeling certain polysemy relations in natural language
text, we need a representation scheme that can encode both the semantics of
documents, as well as the syntax of documents. We will limit syntactic informa-
tion to a collapsed parts-of-speech (PoS) data set (e.g.: nouns, verbs, pronouns,
prepositions, adjective, adverbs, conjunctions, and interjections), and look at
three methods to augment BoC semantic modelling with this information.

3.1 Multiplicative Binding

The simplest method that we investigate is multiplicative binding. For each PoS
tag in our collapsed set, we generate a unique random vector for the tag of the
same dimensionality as the term context vectors. For each term context vector,
we perform element-wise multiplication between that term’s context vector and
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its identified PoS tag vector to obtain our combined representation for the term.
Document vectors are then created by summing the the document’s combined
term vectors.

3.2 Circular Convolution

Combining vectors using circular convolution is motivated by Holographic Re-
duced Representations [5]. For each PoS tag in our collapsed set, we generate
a unique random vector for the tag of the same dimensionality as the term
context vectors. For each term context vector, we perform circular convolution,
which binds two vectors A = (a0, a1, . . . , an−1) and B = (b0, b1, . . . , bn−1) to
give C = (c0, c1, . . . , cn−1) where C = A ⊗ B with cj =

∑n−1
k=0 akbj−k for

j = 0, 1, . . . , n − 1 (all subscripts are modulo-n). Document vectors are then
created by summing the document’s combined term vectors.

There are a number of properties of circular convolution that make it ideal
to use as a binding operation. First, the expected similarity between a convo-
lution and its constituents is zero, thus differentiating the same term acting as
different parts of speech in similar contexts. As well, similar semantic concepts
bound to the same part-of-speech will result in similar vectors; therefore, usefully
preserving the original semantic model.

3.3 Text-Based Binding

Text-based binding combines a word with its PoS identifier before the seman-
tic modelling is performed. This is accomplished by concatenating each term’s
identified PoS tag name with the term’s text. Then, the concatenated text is
used as the input for Random Indexing to determine the term’s context vec-
tor. Document vectors are then created by summing the the document’s term
vectors.

4 Experimental Setup

We performed Support Vector Machine (SVM) classification experiments1 in or-
der to investigate the classification effectiveness of our syntactic binding methods
compared against the standard BoC representation. For the experiments in this
paper, we used a linear SVM kernel function (with a slack parameter of 160.0)
and fix the dimensionality of all context vectors to 512 dimensions2. We used the
20 Newsgroups corpus3 as the natural language text data for our experiments.
In these classification experiments, we used a one-against-all learning method
1 We used the SV Mperf implementation, which optimizes for F1 classification score,

available at http://svmlight.joachims.org/svm perf.html.
2 The dimensionality of the vectors has been chosen to be consistent with other work.

There is as yet no systematic characterization of the effect of dimensionality on
performance.

3 Available at http://people.csail.mit.edu/jrennie/20Newsgroups/.
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employing 10-fold stratified cross validation4. The SVM classifier effectiveness
was evaluated using the F1 measure. We present our aggregate results for the
corpus as macro-averages5 over each document category for each classifier.

5 Results

Table 1 shows the macro-averaged F1 scores for all our syntactic binding meth-
ods and the baseline BoC representation under SVM classification. All of the
syntactic binding methods produced higher F1 scores than the BoC representa-
tion, thus showing that integrating PoS data with a text representation method
is beneficial for classification. The circular convolution method produced the
best score, with a macro-averaged F1 score of 58.19, and was calculated to be
statistically significant under a 93.7% confidence interval.

Table 1. Macro-Averaged SVM F1 scores of all methods

Syntactic Binding Method F1 Score

BoC (No Binding) 56.55

Multiplicative Binding 57.48
Circular Convolution 58.19
Text-based Binding 57.41
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Fig. 1. Learning curves of SVM F1 scores of all methods

4 This cross-validation scheme was chosen as it better reflects the statistical distribu-
tion of the documents, although produces lower F1 scores.

5 Since the sizes of document categories are roughly the, same micro-averaging yields
similar results and have been omitted for brevity.



Methods for Augmenting Semantic Models with Structural Information 579

The learning curves for the methods are included in Figure 2. The graph
shows that circular convolution consistently produces better SVM classification
results when compared to the other methods after 20% of the data is used for
training. This result indicates that in situations where there is limited class data
from which to learn a classification rule, combining the PoS data using circular
convolution leads to the most efficient method to assist the classifier in better
distinguishing the classes.

6 Conclusions and Future Research

Of all the methods investigated, the circular convolution method of binding a
document’s PoS information to its semantics was found to be the best. The
circular convolution method had the best SVM F1 score and was superior using
various amounts of data to train the classifiers.

Our results suggest areas of further research. One area of is to further inves-
tigate alternative binding schemes to augment text semantics, since all of the
methods can bind more information than just PoS data. As well, further inves-
tigations using different corpora, such as the larger Reuters corpus, should be
undertaken to examine the effectiveness of the syntactic binding methods under
different text domains.
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dation for Innovation, the Ontario Innovation Trust, the Natural Science and
Engineering Research Council and the Open Text Corporation.
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Abstract. While trying to understand and characterize users’ behav-
ior online, the temporal dimension has received little attention by the
research community. This exploratory study uses two collections of web
search queries to investigate the use of temporal information needs. Using
state-of-the-art information extraction techniques we identify temporal
expressions in these queries. We find that temporal expressions are rarely
used (1.5% of queries) and, when used, they are related to current and
past events. Also, there are specific topics where the use of temporal
expressions is more visible.

1 Introduction

Query log analysis is currently an active topic in information retrieval. There is
a significant and growing number of contributions to the understanding of online
user behavior. However, work in this field has been somewhat limited due to the
lack of real user data and the existence of important ethical issues [2]. The recent
availability of large datasets has specially contributed to a growing interest in
this topic. On the other hand, temporal information extraction has reached a
point of significant maturity. Current algorithms and software tools are able to
extract temporal expressions from free text with a high degree of accuracy. This
paper contributes to the characterization of the use of temporal expressions in
web search queries, by combining work from these two areas. Our main goal is to
provide a better understanding of how users formulate their information needs
using standard web search systems. Our focus is on a particular facet of this
behavior, namely the use of temporal expressions.

In the following section is presented the experimental setup, including details
about the datasets and software used. Section 3 describes the experiments and
highlights the main results. An overview of related work is included in Section 4,
followed by the conclusions in Section 5

2 Experimental Setup

We used two publicly available datasets containing web search queries. The first
dataset includes a collection of manually classified web search queries collected

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 580–584, 2008.
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from the AOL search engine [4]. Each one of the 23,781 queries has been man-
ually classified using a set of predefined topics by a team of human editors.
The classification breaks down as follows: Autos (2.9%), Business (5.1%), Com-
puting (4.5%), Entertainment (10.6%), Games (2.0%), Health (5.0%), Holidays
(1.4%), Home & Garden (3.2%), News & Society (4.9%), Organizations (3.7%),
Personal Finances (1.4%), Places (5.2%), Porn (6.0%), Research (5.7%), Shop-
ping (8.6%), Sports (2.8%), Travel (2.6%), URL (5.7%), Misspellings (5.5%) and
Other (13.2%).

The second dataset is also from AOL [8] and includes more than 30 million
(non-unique) web queries collected from more than 650,000 users over a three
month period. This dataset is sorted by user ID and sequentially ordered. For
each request there is also information about the time at which the query was
issued and, when users follow a link, the rank and the URL of the link. An
important feature of this second dataset is the availability of the query issuing
time, making possible the positioning of temporal expressions. For instance, we
are able to determine the specific date of a search for “a week ago” because we
have access to this information. However, and unlike the first dataset, this one
isn’t classified.

Temporal expressions were extracted from each query using free, publicly
available, Natural Language Processing (NLP) software. First, text was tagged
using Aaron Coburn’s Lingua::EN::Tagger 1, a Part of Speech tagger for En-
glish. Then, the output was redirected to TempEx [7], a text tagger that is able
to identify a large number of temporal expressions. This tagger covers most of
the types of time expressions contained in the 2001 TIMEX2 standard [5]. In
Table 1 several examples of this process are presented, showing that TempEx is
able to detect a wide range of temporal expressions (e.g. explicit dates, implicit
dates, periods).

Table 1. Examples of Tagged Search Queries

olympics 2004
⇒ olympics <TIMEX2 TYPE="DATE" VAL="2004">2004</TIMEX2>
easter 2005
⇒ <TIMEX2 TYPE="DATE" ALT VAL="20050327">easter 2005</TIMEX2>
monday night football
⇒ <TIMEX2 TYPE="DATE">monday night</TIMEX2> football
us weekly
⇒ us <TIMEX2 TYPE="DATE" SET="YES" PERIODICITY="F1W">weekly</TIMEX2>

3 Use of Temporal Expressions

First, we investigate how temporal expressions are distributed within distilled
web queries. For this task we used the first dataset since it is manually anno-
tated with classes. The topics containing the higher percentage of queries with
1 http://search.cpan.org/∼acoburn/Lingua-EN-Tagger

http://search.cpan.org/~acoburn/Lingua-EN-Tagger
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temporal expressions are: Autos (7.8%), Sports (5.2%), News & Society (3.9%)
and Holidays (2.5%). Examples of queries containing temporal expressions are:
“1985 ford ranger engine head” (Autos), “chicago national slam 2003” (Sports)
and “los angeles times newspaper april 1946” (News & Society). Manual inspec-
tion reveals that the higher number of temporal expressions in the Autos class
is mostly due to searches for vintage cars.

In a second experiment, we analyzed the overall distribution of temporal ex-
pressions in web search queries. Our first finding is that the use of these expres-
sions is relatively rare. In the first AOL dataset the total number of queries in-
cluding temporal expression was 347 (1.5%). Remarkably, on the second dataset,
we found 532,989 temporal expressions resulting in an equal percentage of 1.5%.
Removing duplicate queries results in a small increase in these percentages,
specifically 1.6% for the first dataset and 1.9% for the second.

To evaluate the quality of the TempEx tagger when applied to web search
queries, we manually classified a random subset of 1,000 queries from the large
AOL corpus (including duplicates). We compared this classification with an au-
tomatic classification performed by the TempEx tagger. Standard IR measures
were computed: accuracy (0.99), precision (0.92) and recall (0.63). The low re-
call value indicates that the tagger is being conservative, missing some temporal
expressions. The non-parametric McNemar test was performed to evaluate the
homogeneity of the two classifications. The test confirms that the automatic
classification is equivalent to the human classification (p > 0.05).

Restricting our analysis to the second AOL dataset, we performed additional
measurements. Since query issuing time is available, we are able to precisely
date a large fraction of the temporal expressions found. Using this information
we measured the number of expressions referencing past events, present events
and future events. TempEx automatically detects some of these expressions.
This module was able to identify generic references to the past (e.g. “once”,
“the past”) (1.25% of the temporal expressions), to the present (e.g. “now”,
“current”) (4%) and to the future (e.g. “future”) (0.82%). The vast majority of
temporal expressions (94%) do not include explicit references like these.

We’ve extracted the year from all dated expressions and counted the occur-
rences. Taking into account that all queries were issued between March and May
2006, we see that the majority of temporal expressions are related to current
events. The frequency distribution is positively skewed with a long tail toward
past years. Summarizing, in all temporal expressions identified, 42.5% indicate
a date from 2006, 49.9% are from dates prior to 2006, and 4.2% are from dates
after 2006.

To better understand which temporal expressions were being used, we manu-
ally inspected a list of the top 100 more common expressions. These expressions
account for slightly more than 80% of the queries containing temporal expres-
sions. We grouped all references to a single year and to a single month in two
generic expressions (i.e. <Year> and <Month>). The top 10 expressions used in
queries are: <Year> (45.7%), easter (5.6%), daily (5.4%), <Month> (4.6%), now
(2.3%), today (2.1%), mothers day (1.8%), current (1.2%), christmas (1.1%) and
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weekly (0.8%). It is important to note that seasonal results (e.g. “Easter”) are
artificially inflated in the 3 month of data (March to May).

When starting this research one of our hypothesis was that temporal expres-
sions were regularly used to improve initial queries. To investigate on this hy-
pothesis we did a rough analysis on query refinements within the AOL dataset.
Our algorithm is very simple and only identifies trivial query reformulations.
In a nutshell, since the dataset is ordered by user and issuing time, we simply
compare each query with the previous one to see if there is an expansion of
the terms used. For instance, “easter holidays” is considered a reformulation of
“easter”. With this algorithm we found 1,512,468 reformulated queries (4.2%).
We then counted the presence of temporal expressions in this subset and verified
that only 1.4% of these queries contained temporal expressions.

4 Related Work

We found no previous work on the specific topic of identifying and characterizing
the use of temporal expressions in web search queries. Thus, the related work
presented here is divided in the two parent topics: temporal expression extrac-
tion and query log analysis. In recent years, Temporal Information Extraction
emerged from the broader field of Information Extraction [9]. Most work in
this field is focused on the study of temporal expressions within semi-structured
documents [6]. In our work we apply these techniques in processing short text
segments that represent information needs.

Query log analysis has been the focus of increasing interest in recent years.
Most work in this area has been devoted to the classification and characterization
of queries. An example of a detailed work in this area is from Beitzel et al. [3]. In
this work the authors perform a detailed characterization of web search queries
through time using a large topically classified dataset. Our work differs from this
since we are interested in how temporal expressions are used within queries.

5 Conclusions

Contrary to our initial expectations, the use of temporal expressions in web
queries is relatively scarce. Using two different datasets, we’ve found that tem-
poral expressions are used in approximately 1.5% of the queries. We speculate
on three reasons that might explain this situation: (1) information needs of web
users are mostly focused on current events; (2) users are generally happy with
the results obtained using short text queries; (3) users resort to more advanced
interfaces when they have dated information needs. Investigating these hypothe-
ses is left for future work. Focusing on the small subset of temporal expressions
extracted, we’ve found that most temporal expressions reference current dates
(within the same year) and past dates (exhibiting a long tailed behavior). Fu-
ture dates are rarely used. Finally, we’ve shown that these expressions are more
frequently used in topics such as: Autos, Sports, News and Holidays.
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Although temporal expressions appear in only a small fraction of all queries,
the scale of the Web translates this percentage into a large number of users.
Temporal expression extraction might be used in public search engines to im-
prove ranking or result clustering. As the web grows older, and more content is
accumulated in archives (e.g. Internet Archive), we think that the need for dated
information will rise [1]. Search engine designers can respond to this challenge
by incorporating temporal information extraction algorithms or by developing
specialized search interfaces. As an example, Google has recently launched a pro-
totype that provides date-based navigation in search results using timelines 2.
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Abstract. This paper presents first steps towards building a music in-
formation system like last.fm, but with the major difference that the
data is automatically retrieved from the WWW using web content min-
ing techniques. We first review approaches to some major problems of
music information retrieval (MIR), which are required to achieve the ul-
timate aim, and we illustrate how these approaches can be put together
to create the automatically generated music information system (AG-
MIS). The problems addressed in this paper are similar and prototypical
artist detection, album cover retrieval, band member and instrumentation
detection, automatic tagging of artists, and browsing/exploring web pages
related to a music artist. Finally, we elaborate on the currently ongoing
work of evaluating the methods on a large dataset of more than 600, 000
music artists and on a first prototypical implementation of AGMIS.

1 Introduction and Context

Music information systems like last.fm [1] typically offer multimodal informa-
tion about music artists, albums, and tracks (e.g. genre and style, similar artists,
biographies, song samples, or images of album covers). In common music infor-
mation systems, such information is usually gained and revised by experts (e.g.
All Music Guide [2]), or relies on user participation (e.g. last.fm). In contrast, we
are building such a system by automatically extracting the required information
from the web.

Automatically retrieving descriptive information about music artists is an
important task in music information retrieval (MIR) as it allows for enriching
music players [13], for automatic biography generation [4], for enhancing user
interfaces to browse music collections [7,6], or for defining similarity measures
between artists, a key concept in MIR. Similarity measures enable, for example,
creating relationship networks [10], building music recommender systems [15] or
music search engines [5].
� markus.schedl@jku.at
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In the following, we first give a brief overview of the available techniques
which we are refining at the moment. Hereafter, we present the currently ongoing
work of combining these techniques to build the automatically generated music
information system (AGMIS).

2 Mining the Web for Music Artist-Related Information

All of the applied methods rely on the availability of artist-related data in the
WWW. Our principal approach to extracting such data is the following. Given
only a list of artist names, we first query a search engine1 to retrieve the URLs
of up to 100 top-ranked search results for each artist. The content available
at these URLs is extracted and stored for further processing. To overcome the
problem of artist or band names that equal common speech words and to direct
the search towards the desired information, we use task-specific query schemes,
like “band name”+music+members to obtain data related to band members
and instrumentation. Depending on the task to solve, we then create either a
document-level inverted file index or a word-level index [16]. In some cases, we
use a special dictionary of musically relevant terms to perform indexing. After
having indexed the web pages, we gain artist-related information of various kinds
as described in the following.

2.1 Relations between Artists

A key concept in music information retrieval and crucial part of any music infor-
mation system are similarity relations between artists. To model such relations,
we use an approach that is based on co-occurrence analysis [9]. More precisely,
the similarity between two artists a and b is defined as the conditional probabil-
ity that the artist name a occurs on a web page that was returned as response to
the search query for the artist name b and vice versa, formally 1

2 ·
(

dfa,B

|B| + dfb,A

|A|
)
,

where A represents the set of web pages returned for artist a and dfa,B is the
document frequency of the artist name a calculated on the set of web pages re-
turned for artist b. Having calculated the similarity for each pair of artists in the
artist list, we can output, for any artist, a list of most similar ones. Evaluation
in an artist-to-genre classification task on a set of 224 artists from 14 genres
yielded accuracy values of about 85%.

Co-occurrences of artist names on web pages (together with genre informa-
tion) can also be used to derive information about the prototypicality of an artist
for a certain genre [10,11]. To this end, we make use of the asymmetry of the co-
occurrence-based similarity measure.2 We developed an approach that is based
on the forward link/backlink-ratio of two artists a and b from the same genre,
where a backlink of a from b is defined as any occurrence of artist a on a web
page that is known to contain artist b, whereas a forward link of a to b is defined
1 We commonly used Google in our experiments, but also experimented with exalead.
2 In general,

dfa,B

|B| �= dfb,A

|A| .
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as any occurrence of b on a web page known to mention a. Relating the number
of forward links to the number of backlinks for each pair of artists from the same
genre, a ranking of the artist prototypicality for the genre under consideration
is obtained. A more extensive description of the approach can be found in [11].

2.2 Band Member and Instrumentation Detection

Another type of information indispensible for a music information system is band
members and instrumentation. In order to capture such aspects, we first apply
a named entity detection approach that basically relies on extracting N-grams
and on filtering w.r.t. capitalization and words contained in the iSpell English
Word Lists [3]. The remaining N-grams are regarded as potential band members.
Subsequently, we perform linguistic analysis to obtain the actual instrument(s)
of each member. To this end, a set of seven patterns like “M plays the I”, where
M is the potential member and I is the instrument, is applied to the N-grams
(and the surrounding text as necessary). The document frequencies of the pat-
terns are recorded and summed up over all seven patterns for each (M, I)-tuple.
After having filtered out those (M, I)-pairs whose document frequency is below
a dynamically adapted threshold in order to suppress uncertain information, the
remaining (M, I)-tuples are predicted for the band under consideration. More
details as well as an extensive evaluation can be found in [14].

2.3 Automatic Tagging of Artists

For automatically attributing textual descriptors to artists, we use a dictionary
of about 1, 500 musically relevant terms to index the web pages. As for term
weighting, three different measures (document frequency, term frequency, and
TF × IDF ) were evaluated in a yet unpublished quantitative user study. This
study showed, quite surprisingly, that the simple document frequency measure
outperformed the well-established TF ×IDF measure significantly (according to
Friedman’s non-parametric two-way analysis of variance). Thus, for the AGMIS,
we will probably use this measure to automatically select the most appropriate
tags for each artist.

2.4 Co-occurrence Browser

To easily access the top-ranked web pages of any artist, we designed a user inter-
face, which we call the Co-Occurrence Browser (COB). Based on the dictionary
used for automatic tagging, the COB groups the web pages of the artist un-
der consideration w.r.t. the document frequencies of co-occurring terms. These
groups are then visualized using the approach presented in [12]. Thus, the COB
allows for browsing the artist’s web pages by means of descriptive terms. Fur-
thermore, the multimedia content present on the web pages is extracted and
made available via the user interface.
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2.5 Album Cover Retrieval

Preliminary attempts to automatically retrieve album cover artwork were made
in [8]. We refined the methods presented in this paper and conducted experiments
with content-based as well as context-based methods for detecting images of
album covers. We found that using the text distance between album names
and img-tags in the HTML file at character level gives a quite good indication
whether an image is an album cover or not. The results could further be improved
by rejecting images that have non-quadratic dimensions or appear to show a
scanned disc (which happens quite often). On a challenging collection of about
3, 000 albums, we estimated a precision of approximately 60%.

3 Building the AGMIS

Currently, our work is focusing on the large-scale retrieval of artist-related in-
formation and on building a prototypical implementation of the AGMIS user
interface. As for retrieval, the search engine exalead was used to obtain a list
of more than 26, 000, 000 URLs (for a total of 600, 000 artists from 18 genres).
We are fetching these URLs using a self-made, thread-based Java program that
offers load balancing between the destination hosts. A file index of the retrieved
web documents will be build subsequently.

As for the user interface, Figure 1 shows a sample web page created by a
prototypical implementation of AGMIS (based on Java Servlet and Applet tech-
nologies). This prototype incorporates the information whose extraction and

Fig. 1. Screenshot of a prototypical implementation of AGMIS
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presentation was described in Section 2. On the left-hand side, textual informa-
tion about the artist Hammerfall is offered to the user, whereas on the right,
the user interface of the COB is embedded as a Java Applet. The page is fur-
ther enriched by displaying images of album covers in its lower part (which are
omitted in the screenshot due to copyright reasons).

4 Conclusions and Future Work

We presented a set of methods that address current problems in the field of web-
based music information retrieval and showed how we will apply them to create
an automatically generated music information system, which we call AGMIS.

Future work will mainly focus on evaluating the presented approaches on the
large corpus which we are currently building. After having fetched them, we will
look into efficient methods for high-speed indexing of the retrieved web pages
and for organizing and storing the information extracted from the index via the
approaches presented in Section 2. Finally, the user interface for accessing the
music information will probably need some updates.
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Abstract. User clicks—also known as clickthrough data—have been
cited as an implicit form of relevance feedback. Previous work suggests
that relative preferences between documents can be accurately derived
from user clicks. In this paper, we analyze the impact of document
reordering—based on clickthrough—on search effectiveness, measured
using both TREC and user relevance judgments. We also propose new
strategies for document reordering that can outperform current tech-
niques. Preliminary results show that current reordering methods do not
lead to consistent improvements of search quality, but may even lead to
poorer results if not used with care.

1 Introduction and Related Work

Commercial search engines store various types of information in their logs about
how users query for information. Previous queries in the logs, in particular click-
through data, can be used to improve search for future queries. However, user
clicks are subject to many biases and should be interpreted cautiously [9]. For
example, users have been found to be significantly biased towards clicking the
highly ranked documents (trust bias). Therefore, the fact that a document is
clicked does not necessarily imply that it is relevant.

Several strategies have been suggested for inferring relevance from user clicks.
A significant fraction of previous studies focuses on deriving relative preferences
between documents; surprisingly, the actual impact on search results of docu-
ment reordering using the derived preferences is often ignored. In this paper, we
compare the effectiveness of current reordering methods (based on relative pref-
erences) in terms of search quality. We also propose new reordering strategies
that can outperform the state of the art.

Clickthrough data has been used in many forms to enhance search quality.
Joachims [8] applied an SVM classifier on user clicks to optimize the ranking
function of a metasearch engine. Kemp and Ramamohanarao [11] deployed click-
through for document expansion, while Craswell and Szummer [5] used click-
through to improve image retrieval. Fox et al. [7] investigated the impact of
several implicit measures (including clickthrough) on user satisfaction. Their re-
sults suggested an association between more clicks and higher satisfaction rate.
� This research was carried out while the author worked at RMIT university.
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Similarly, Agichtein et al. [1] used different types of implicit feedback—such as
clicks and timestamps—simultaneously to enhance document retrieval.

In a series of papers, Joachims et al. proposed several strategies for accurately
interpreting the click data as implicit user judgments. The authors used clicks
to obtain relative preferences between documents [9,10,12,13]. We use two of the
most successful strategies suggested by them as the baseline of our experiments.
These methods are described in the next section.

2 Effective Document Reordering Using Previous Queries

Joachims et al. proposed five strategies for deriving relative preferences between
documents by using clicks.1 Supported by eye-tracking experiments, the authors
argued that users are subject to trust and quality biases. Their proposed strate-
gies take the existing biases into account. Among the methods suggested, the
following two showed the highest agreement rates with human judges.

Last Clicked > Skip Above (LCSA): “For a ranking (l1, l2, l3, ...) and a set
C containing the ranks of the clicked-on links, let i ∈ C be the rank of the link
that was clicked temporarily last. Extract a preference example rel(li) > rel(lj)
for all pairs 1 ≤ j < i, with j /∈ C.” [9]

Last Clicked > Skip Previous (LCSP): “For a ranking (l1, l2, l3, ...) and a
set C containing the ranks of the clicked-on links, extract a preference example
rel(li) > rel(li−1) for all pairs i > 2, with i ∈ C and i − 1 /∈ C.” [9]

Note that instead of deciding whether a document is relevant or not (absolute
judgment), the authors compared the relative probability of relevance of docu-
ments (relative judgment). The first strategy (LCSA) is based on the intuition
that later clicks are more informed than the earlier clicks. Agichtein et al. [1] also
argued that later clicks are more important because their likelihood is lower in
general. The second strategy (LCSP) is based on eye-tracking experiments that
suggest that the snippets of documents around the clicked answers are scanned
more carefully by the users, and thus they are more reliable for deriving relative
preferences.

The strategies from previous work in this area generally assume that the con-
cept of user relevance is static. That is, the definition of a relevant document
remains constant for a user after viewing the clicked answers. However, previ-
ous studies [3,4] showed that the notion of relevance can be dynamic. Visiting
new documents increases the user knowledge and changes his initial picture of
relevance. This leads us to our first new strategy for deriving implicit relevance
from clickthrough.

Shift-clicked: For a ranking (l1, l2, l3, ...) and a set C containing the ranks
of the clicked links, let i and j be the ranks of two clicked documents where
1 More recently, the authors have extended their methods by applying them on query-

chains [12], and by slightly reranking the results in order to collect clicks for the
bottom-ranked documents [13].
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i < j. Extract a preference example rel(lj) > rel(lk) for all pairs i < k < j, with
∀k, k /∈ C (i and j are consecutive clicks).2

The definition of relevance for a user varies after visiting each clicked docu-
ment. Therefore, if i and j are two clicked documents (where i is clicked before
j), it is hard to compare the relative relevance of j with that of any document
ranked before i. Shift-clicked takes this principle into account, while deriving the
relative document preferences.

Hybrid-Model: For a given query, some documents may get more clicks than
others. For an example query “MSR”, if many more users have clicked on “Mi-
crosoft Research Home (research.microsoft.com)”, than “Medical Support in
Romania (www.msr.org.uk)”, the former answer is relatively more popular or
preferred over the other. We consider this form of user behavior as another source
of evidence to propose a hybrid model for inferring implicit judgments. In our
hybrid model, the returned answers are initially reordered using one of the pre-
viously discussed reranking strategies. We then order any two clicked documents
in consecutive ranks according to their previous click frequency (for the same
query). In the following sections, we investigate the impact of these document
reordering strategies on search quality and user satisfaction.

3 Experimental Results

For our experiments, we use the well-known TREC WT10g collection [2]. This
collection has 100 associated informational queries (TREC topics 451–550). We
compare the performance of document reordering strategies using two sets of
relevance judgments: the official TREC judgments, and judgments generated as
part of a user study [14].

30 experimental subjects were recruited from RMIT University to participate
in a search experiment. To meet the requirements of the user study, the 50
topics with the highest number of relevant documents were selected out of the
100 available items. Users were presented with the description and narrative
fields of TREC topics, and asked to find as many relevant documents as possible
within five minutes. The search system was modeled closely on popular web
search engines: after submitting a query, users were presented with an answer list
consisting of summary information for each potential answer document identified
by the system, including the document title, URL, and a short query-biased
summary. Users could click on the title to view the underlying document; they
could then either save the item as being relevant, or continue searching. As in
TREC judgments, the degree of bias in our user judgments is unclear. All user
interactions with the search system were logged. Full details of the user study
are available in the paper by Turpin et al. [14].

TREC judgments. Table 1 shows the results of the different reranking methods
based on several well-known retrieval metrics: P@5, P@10, bpref, NDCG, and
2 Supported by previous research [1,9], we assume that users tend to click from top

to bottom.

research.microsoft.com
www.msr.org.uk


594 M. Shokouhi, F. Scholer, and A. Turpin

Table 1. The effectiveness of reranking strategies compared to that of the original
ranked lists. TREC topics 451–550 and their judgments are used for evaluation.

P@5 P@10 bpref NDCG NDCG@15

LCSA 0.928‡ 0.879 0.399 0.461 0.503

freq + LCSA 0.929‡ 0.879 0.398 0.463 0.507
LCSP 0.949 0.883 0.399 0.464 0.506
freq + LCSP 0.950 0.883 0.399 0.465 0.507
Shift-clicked 0.947 0.884 0.400 0.466 0.511
freq + Shift-clicked 0.948 0.884 0.400 0.466 0.512

Original ranking 0.946 0.882 0.399 0.463 0.504

Table 2. The effectiveness of reranking strategies compared to that of the original
ranked lists. A document is relevant if more than 50% of judges approve its relevance.

P@5 P@10 bpref NDCG NDCG@15

LCSA 0.362‡ 0.313 0.288 0.471† 0.332†

freq + LCSA 0.367‡ 0.314† 0.288 0.475‡ 0.335‡

LCSP 0.341 0.301 0.288 0.459 0.315
freq + LCSP 0.345 0.302 0.288 0.460 0.316
Shift-clicked 0.373‡ 0.316† 0.290 0.477‡ 0.339‡

freq + Shift-clicked 0.373‡ 0.316† 0.290 0.478‡ 0.340‡

Original ranking 0.335 0.299 0.287 0.454 0.307

NDCG@15 (in the table, † and ‡ indicate statistical significance for a paired
t-test at the 0.01 and 0.001 levels, respectively, against the original ranking.) In
general, there are no significant changes in retrieval performance for any of the
reordering strategies; the exception is LCSA, which performs significantly worse
than the original ranking (p < 0.001) for P@5.

User judgments. We also evaluate the strategies using user relevance judgments.
Since documents may be judged by varying numbers of users, we map these
multiple judgments into a binary judgment, deeming a document to be relevant
if more than 50% of judges (people in our user study) considered it to be relevant,
and irrelevant otherwise. The results are shown in Table 2. Out of the different
reranking strategies, LCSP shows the poorest performance, while Shift-clicked
and its hybrid-model produce the best results. Overall, taking the click frequency
into account slightly (but consistently) improves the quality of reordered lists.

4 Discussion and Conclusions

While a variety of document reordering schemes have been proposed in pre-
vious work, the effect of such schemes on actual search results has not been
investigated in detail. Our preliminary results show that some existing strate-
gies may actually harm search performance. Further analysis across different
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collections and topics is needed to investigate whether general conclusions about
the relative effectiveness of reordering schemes can be drawn; until then such
approaches should be used with care. Our results also show that different rele-
vance judgments can lead to significantly different conclusions about the effect of
techniques—the same technique that significantly harms performance for P@5
using the TREC judgments leads to a significant increase in performance based
on user judgments. Note that there are far fewer user-based relevance judgements
available than there are TREC relevance judgements. Hence, the effectiveness
scores are not directly comparable between tables. Instead, the relative perfor-
mance of systems within a table is important.

The novel shift-clicked model shows consistent higher performance on both
TREC and user judgments. Our preliminary results also suggest that (not sur-
prisingly) incorporating click frequency can have positive effects on search
performance.
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Abstract. Links between documents have been shown to be useful in
various Information Retrieval (IR) tasks - for example, Google has been
telling us for many years now that the PageRank authority measure is
at the heart of its relevance calculations. To use such link analysis tech-
niques in a search engine, special tools are required to store the link
matrix of the collection of documents, due to the high number of links
typically involved. This work is concerned with the application of com-
pression to the link graph. We compare several techniques of compress-
ing link graphs, and conclude on speed and space metrics, using various
standard IR test collections.

1 Introduction

The retrieval performance of many Information Retrieval (IR) systems can be
benefited by the application of techniques based on the structure of links between
documents, such as PageRank [1] (famously applied by Google), and Hypertext
Induced Topic Selection (HITS) [2]. To calculate such link analysis techniques,
it is necessary to have a matrix of the links between all documents in the collec-
tion. However, due to the large nature of such a matrix, it would be impossible
to work with it wholly stored in memory. As such, a disk-based structure is re-
quired, known as a link database. In particular, a link database stores, for each
document, a list of the incoming (or outgoing) links to (from) the documents. In
a typical collection of Web documents, there is typically an order of magnitude
more links than documents, and the number of incoming links to a document
follows a power-law distribution. To quickly and easily compute the various link
graph-based query independent features, it is necessary that the Web search
engine has timely and efficient access to the link graph.

This paper investigates the use of various state-of-the-art compression tech-
niques, and how they can be applied to the compression of a link graph. We
experiment with six recent large Web IR test collections, such as those used in
TREC and the very large UK-2006 collection, and conclude on the most efficient
representation for the link graph. While these compression techniques have been
proposed in literature, they have never been studied extensively in terms of both
time and space efficiency, and over as many test collections, of various age, size
and domain, and using exactly the same experimental setting.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 596–601, 2008.
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Number of Links −→ l1, l2, l3, ...
(a) No Encoding

Number of Links −→ l1 − 1, l2 − l1, l3 − l2, ...
(b) Gamma Encoding

Number of Links −→ Number of Intervals, int1 : intLeng1, int2 : intLen2,... r1 − 1, r2 − r1,...

(c) Interval Encoding

Fig. 1. Encoding techniques applied for compressing the link database

2 Link Graph Compression

For the state-of-the-art link graph compression techniques, we base our work on
that of Boldi & Vigna [3], who detail various compression techniques for link
graphs. Firstly, it is assumed that all documents in the collection have a numeri-
cal integer document identifier (document id). We then store for each document,
the document ids of each of its incoming links, which we denote inlinks. More-
over, we can without loss, describe the transpose of the inlinks matrix, which we
denote outlinks. We experiment with three techniques for compression:

No Encoding: (Fig. 1(a)) A vector that contains the number of links of each
document together with pointers to the offset in a second file of the document ids
for the links to (from) that document. Links are encoded using 32 bit integers.

Gamma Encoding: (Fig. 1(b)) Again, a vector containing the number of links
for each document and a pointer into another file containing the links. However,
the links are stored as the differences between the doc id of each link and the
previous, written using ‘Elias gamma encoding’. To gamma encode a number, it
is first written in binary, then a number of zeros (the number of bits required
to write the number minus one) is prepended to the number [5]. It follows that
each link can take a variable number of bits to encode1.

Interval Encoding: (Fig. 1(c)) This technique is similar to Gamma Encoding
except that it encodes intervals of links. This is based on the intuition that if
the documents ids in a collection are stored in lexicographical order of URL,
then there will be common ‘runs’ of links to documents with adjacent document
ids. For this compression style, the number of intervals are stored as a gamma
encoded integer. Then each intervals of links is stored as the left extreme and the
length of the run - again using gamma encoding. Finally, the extra links which
are not consecutive are stored using gamma encoding as before. Intervals of less
than Lmin are not encoded.

It is of note that in [3], Boldi & Vigna describe a further compression technique
(Reference Encoding), whereby the links for a document are encoded by stating
how much it has in common with the links of the previous few documents,
iteratively applied. For reasons of brevity, we leave this technique as future
work.
1 In contrast to [3], we encode the first link as document id + 1, to ensure uniformity

with existing compression used Terrier, the platform on which this work is performed.
However this change does not affect any experimental conclusions.
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3 Experimental Design

To analyse the effectiveness of the various compression techniques, we use six
different Web IR test collections, related to different domains and timescales.
In particular, the collections we experiment with are: two older TREC Web
test collections WT2G and WT10G, which are small-scale general Web crawls
from early 1997; .GOV and .GOV2 are more recent TREC Web test collections,
both of which are crawls of the .gov domain from 2002 and 2003 respectively -
.GOV2 being the largest TREC collection at 25M documents; the TREC CERC
collection which is a crawl of the CSIRO website from early 2007; and finally
the UK-2006 collection is a large crawl of the .uk domain from 20062.

For our experiments, we apply Web IR techniques deployed in the Terrier
platform [6]. To assess the efficiency of the link database compression methods,
we record various metrics for each collection: Firstly, we record the time taken
to build the compressed copies of the incoming and outgoing link graphs; Sec-
ondly, we record the time taken to compute the PageRank prior using the link
database. This is motivated by the fact that the PageRank computation is a
realistic application for a link database. However as the PageRank calculation
can take many iterations to converge, we normalise the times by the number of
iterations to account for the different sizes of collections; Lastly, we record the
space required to store the link graph, in terms of the mean number of bits of
space required per link. From these metrics, we can conclude in terms of the
time to write and read each of the link database compression techniques, as well
as their space requirements. Note that we vary the parameter Lmin of interval
encoding.

4 Results and Analysis

Table 1 presents the compression level achieved for the inlinks and outlinks tables
of the link databases, in terms of mean number of bits per links - the lower the
number of bits required per link, the better compression achieved. Observe that,
as expected, the No Encoding technique has a stable usage of 32 bits per link.

Applying Gamma Encoding on the same link graphs produce a markedly
better level of compression (as low as 4.07 bits per link for the inlinks of the
UK-2006 collection, which is similar to that reported by Boldi & Vigna in [4] for
their smaller sample of .uk). On the unsorted collections, Interval Encoding has
comparable but not as good compression as Gamma Encoding. Increasing the
Lmin parameter generally improves the compression of the Interval Encoding.
Interestingly, similar to that reported by [3], inlinks compresses better than
outlinks for most collections, except the domain specific .GOV and .GOV2. On
comparing compression techniques across collections, we note that, for inlinks,
the collections with the highest number of links per document (i.e. UK-2006 and
CERC) exhibit the highest compression, while the older WT2G and WT10G are
2 More information about obtaining the UK-2006 collection is found at http://www.
yr-bcn.es/webspam/datasets/

http://www.yr-bcn.es/webspam/datasets/
http://www.yr-bcn.es/webspam/datasets/
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Table 1. Comparative compression (bits per link) on Web IR collections. Sorted de-
notes when the document ids are ordered lexicographically by URL. NB: UK-2006 and
CERC collections are initially numbered this way.

Links Unsorted Sorted

No Gamma
Interval

Gamma
Interval

Lmin = 2 3 4 5 2 3 4 5

WT2G (247,491 Docs, 1,166,146 Links)

out 32 8.95 11.87 10.69 10.16 9.91 10.32 13.22 11.48 10.96 10.76
in 32 8.75 9.70 9.37 9.21 10.38 8.28 10.04 9.18 8.85 8.68

CERC (370,715 Docs, 4,577,312 Links)

out 32 - - - - - 11.67 14.53 13.30 12.65 12.33
in 32 - - - - - 5.26 6.08 5.21 6.06 4.99

.GOV (1,247,753 Docs, 11,110,989 Links)

out 32 18.68 19.97 19.19 18.97 18.91 7.87 9.76 8.96 8.65 8.45
in 32 22.68 22.85 22.89 22.89 22.89 11.78 15.67 13.32 12.61 12.34

WT10G (1,692,096 Docs, 8,063,026 Links)

out 32 14.28 15.51 14.74 14.60 14.55 11.75 15.34 13.33 12.67 12.32
in 32 13.86 15.20 14.36 14.22 14.16 10.05 12.09 11.22 10.88 10.58

.GOV2 (25,205,179 Docs, 261,937,150 Links)

out 32 20.72 21.51 20.09 20.83 20.81 21.16 23.51 22.04 21.64 21.47
in 32 30.87 31.09 30.90 30.94 30.93 35.14 35.38 35.24 35.22 35.22

UK-2006 (77,741,020 Docs, 2,951,370,103 Links)

out 32 - - - - - 9.36 12.53 10.61 10.06 9.79
in 32 - - - - - 4.07 5.13 4.32 4.07 3.92

generally worse. It is also of note that in the UK-2006 and CERC collection, the
document ids are sorted lexicographically by URL, as recommended in [3], and by
increasing Lmin to 5 on these collections, Interval Encoding can achieve higher
compression than Gamma encoding. To assess the best compression achievable
for the other unsorted Web test collections, we renumber the documents to match
the lexicographical order of the URLs, then rebuild the link databases.

On analysing the compression between the unsorted and sorted collections, we
note that sorting increases the compression achieved for the WT10G and .GOV
collection, as well as for the inlinks of the WT2G collection. For the .GOV2
collection, the compression level decreases, and for the inlinks, both Gamma
Encoding and Interval Encoding result is less effective compression than the
No Encoding technique. We suggest this is due to a combination of low overall
linkage combined with high document ids.

Figure 2(a) plots the build time of the three forms of link database compres-
sion across the 6 collections applied. Moreover, Figure 2(b) plots the mean time
to perform one iteration of PageRank calculation (Note that due to computa-
tional reasons, the PageRank for UK-2006 collection was not computed.). From
the figures, we can see that the No Encoding technique takes the longest to
write and read, even though this is a simpler technique compared to the Gamma
and Interval encoding techniques. We believe that this is due to the markedly
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Fig. 2. Timing plots for writing and reading the various link databases (natural col-
lection ordering)

higher number of disk operations required by this technique. Noticeably, the
speeds of the Gamma and Interval encoding techniques are equivalent for both
read and write operations, reflecting the very similar compression they achieve.
Overall, the Gamma and Interval encodings are approximately 3-4 times faster
to compress, and 1.5 times faster to decompress.

5 Conclusions

In this work, we thoroughly analysed three techniques for compressing the link
graph of six different samples of the Web, of various size. We found that the
simple integer (No Encoding) technique suffered from excessive Input/Output
overheads. The Gamma Encoding gave best overall compression, and was among
the fastest at reading and writing. The Interval Encoding technique does exhibit
the high compression promised in [4], but requires an appropriate setting of the
Lmin parameter. Overall, we conclude that the Gamma Encoding technique,
similar to that already used by Terrier for direct and inverted file compression [6],
should be deployed for link graph compression.

The large-scale analysis in this work is important as while more effective
compression of the link graph may be obtained by the suitable ordering of the
document ids in a collection, this ordering may not be compatible with other
document id orderings applied by the underlying search engine - for example,
some search engine number documents ids by ascending PageRank, or by natural
crawl order (which approximates high quality pages first). Another interest of
this study is that some conclusions - for instance URL ordering improving com-
pression - do not necessarily generalise to all collections. Moreover, the speed
increases shown by applying the compression techniques would benefit a large
commercial search engine by allowing less machines to be involved in the com-
putation of PageRank, resulting in data centre power and equipment savings.
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Abstract. Although many retrieval models incorporating term dependency have 
been developed, it is still unclear whether term dependency information can 
consistently enhance retrieval performance for different queries. We present a 
novel model that captures the main components of a topic and the relationship 
between those components and the power of term dependency to improve 
retrieval performance. Experimental results demonstrate that the power of term 
dependency strongly depends on the relationship between these components. 
Without relevance information, the model is still useful by predicting the 
components based on global statistical information. We show the applicability 
of the model for adaptively incorporating term dependency for individual 
queries. 

1   Introduction 

In most existing retrieval models, documents are scored primarily using occurrences 
of single query terms in documents, assuming query terms are independent. However, 
previous studies have shown that incorporating the dependency of query terms in 
documents into retrieval strategies can improve average retrieval effectiveness on a 
fixed set of queries [1][2][3]. Moreover, existing retrieval models incorporating term 
dependency are far from optimal. One problem of current models is that most 
proposed methods are uniformly applied to all the queries. In fact, we find that not all 
the queries benefit from taking account of term dependency. Our experimental results 
in section 3 show that term dependency models fail to improve retrieval performance 
for around 50% of queries for adhoc title-only topics in the TREC Terabyte Tracks.   

Until now, little investigation has been reported on how term dependency 
information can enhance retrieval performance on an individual query basis. In this 
paper, we investigate the main features affecting the power of term dependency to 
enhance retrieval performance. We suggest a novel model which captures the main 
components of a topic and the relationship between those components and the power 
of term dependency. We argue, and then show experimentally, that the power of term 
dependency depends on the relationship between these components. In practice, we 
do not have the relevance information, thus we cannot compute the components of the 
model directly. We show that in such cases the proposed model is still useful by 
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predicting the components based on global statistical information of the collection. 
Finally, we show that we can adaptively use the term dependency information on an 
individual query basis by making use of the proposed model. 

2   A Model for the Power of Term Dependency 

In this section, we propose a model for predicting the power of term dependency. In 
this work, the power of term dependency refers to the extent to which retrieval models 
incorporating term dependency can successfully improve retrieval performance for a 
given query compared to models based on the standard bag-of-words assumption. 

Fig. 1. A general model of a topic based on the QTS and QTDS 

The effectiveness of an IR model depends on its ability to distinguish relevant 
documents for a given query from irrelevant ones. In most existing IR models, the 
main features used to identify relevant documents are various kinds of term statistics 
such as within-document frequencies, inverse document frequencies, and document 
lengths. Obviously, if relevant documents have more occurrences of query terms than 
irrelevant ones, the query tends to achieve better results because of the high quality of 
the query’s term statistics. In this work, the quality of term statistics (QTS) of a query 
refers to the property of the query that determines to what extent relevant documents 
can be identified from irrelevant ones based on the term statistics of the query. 

When IR models are extended to incorporate term dependency, the quality of term 
dependency statistics (QTDS) such as the occurrences of ordered phrases and 
unordered phrases becomes interesting. In this work, QTDS refers to the property of 
the query that determines to what extent the relevant documents can be identified 
based on the term dependency statistics of the query. 

Therefore, we define the primary object of the model based on the power of term 
dependency to be a Topic. A topic relates to a defined subject. The topic is comprised 
of two objects: QTS and QTDS. The topic is also dependent on the set of relevant 
documents (SR) and the set of irrelevant documents (SI), where QTS and QTDS are 
computed based on the gap in either term statistics or term dependency statistics from 
the relevant to irrelevant set. Thus, we denote a topic as: 

( , | , )Topic QTS QTDS SR SI=  (1) 
 

Figure 1 shows a schema of the model. The two components QTS and QTDS have 
high correlation with the retrieval effectiveness of a given query. When QTS or QTDS 
is high, term statistics or term dependency statistics tend to be good features to 
identify relevant documents. QTDS is supposed to be positively correlated with the 
power of term dependency, because IR models tend to benefit from term dependency 
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when QTDS is high. Contrarily, QTS is supposed to be negatively correlated with the 
power. When QTS is high meaning that features of term statistics are good identifiers 
for relevant documents. Thus retrieval effectiveness based on term statistics tends to 
be high, which makes it harder for term dependency to improve the effectiveness. 
From the other prospective, when QTS is high and QTDS is low, term statistics tend to 
be better features than term dependency statistics. Hence in this situation, IR models 
incorporating term dependency cannot achieve better results than IR models only 
using good term statistics features. 

Now we describe our approach of computing QTS and QTDS. For QTS, we 
compute the average term frequency of query terms (TF) for each document in SR and 
SI. QTS is the division between the median TF of relevant documents and irrelevant 
documents. For QTDS, we compute the average occurrences of ordered phrases (OF) 
in a document instead. Details of the definition of ordered phrases are given [1]. TF 
and OF are defined as: 

,

| |

w Dw Q
tf

TF
Q

∈=
∑

 (2) 

,

| |
c Dc O

tf
OF

O
∈= ∑  (3) 

where Q is the query, w is the term of the query, ,w Dtf  is the term frequency in a 

document, O  is the set of ordered phrases, c is a kind of ordered phrase, ,c Dtf is the 

occurrence frequency of the ordered phrase. 
In this work, SR refers to the set of documents judged relevant and SI refers to the 

set of documents judged irrelevant. Of course, the judged relevant and judged non-
relevant documents are heavily biased because of the pooling procedure used at 
TREC. However, these statistics still provide valuable information. 

In practice when entering a new search query, we do not have relevance 
information, thus we cannot compute QTS and QTDS directly. We can though predict 
the components based on global statistical information of the whole collection. For 
QTS, we compute the average inverse document frequency of the terms in the query 
(Avg_IDF) to predict QTS. When a query term has a high IDF value, meaning that the 
term only appears in a small fraction of documents in the collection, irrelevant 
documents do not have high chance to have the occurrence of the term. Thus high 
Avg_IDF indicates good quality of term statistics. For QTDS, we count occurrences of 
ordered phrases in the data collection (OO) and then we compute the average inverse 
OO (Avg_IOO) to predict QTDS. Occurrences of ordered phrases are strong evidence 
of relevance. High occurrences of ordered phrases mean that many relevant 
documents have ordered phrases. Thus high OO indicates high QTDS. As a result, 
Avg_IOO is supposed to be negatively correlated to QTDS.  

3   Validating the Model 

In this section, we validate our model by showing the correlation between the 
components of the model and the power of term dependency. We use the TREC .GOV2 



 An Evaluation and Analysis of Incorporating Term Dependency for Ad-Hoc Retrieval 605 

Terabyte test collection, and its associated TREC 2004, 2005 and 2006 adhoc title-only 
topics and relevance assessment sets. 3 out of the 150 topics were removed since there 
are no relevant documents in the collection or the topic only has one query term. Thus 
147 topics in total were evaluated. For indexing and retrieval we use Indri1, with 
Porter’s stemming and stop words removal. 

Retrieval was performed twice using the full independence (FI) and full 
dependence (FD) variants of MRF model [1] respectively. FI only uses the term 
statistics while FD makes use of the term dependency information. The Mean 
Average Precision (MAP) of FI is 0.2971 while MAP of FD is 0.3298 for the 147 
queries. This indicates that incorporating term dependency can improve the average 
retrieval performance. However, only 87 of 147 queries actually perform better by 
incorporating term dependency, meaning that the dependence model fails for 41% of 
them. 

The power of term dependency is computed by the division between the Average 
Precision (AP) of FD and the AP of FI for a given query. We measure the correlation 
between the components of our proposed model and the power of term dependency by 
the Spearman rank correlation test, since the power distributions are unknown. The 
results for correlation are shown in table 1, where bold cases indicate that the results 
are statistically significant at the 0.05 level. 

From these results, we firstly observe that the components of the model QTS and 
QTDS significantly correlate with the power of term dependency. Queries of high 
QTDS tend to benefit from term dependency, while for queries with high QTS it 
becomes harder to achieve better results. Secondly, the combination of the model’s 
two components results in higher correlation, suggesting that the two components 
measure different properties of a topic. Finally, it can be observed that Avg_IDF and 
Avg_IOO still work for the model in the absence of relevance information. 

Table 1. Spearman correlation coefficients between the components of our model and the 
power of term dependency. Bold cases indicates that the results are statistically significant at 
the 0.05 level. 

 QTS QTDS Combine Avg_IDF Avg_IOO 

Spearman’s -0.40 0.44 -0.528 -0.18 -0.20 

4   Uses of the Model 

As shown in the above section, models incorporating term dependency can improve 
the average retrieval performance on a fixed set of queries. However, the dependency 
model fails to achieve better results for around 50% of queries, where much more 
computation resources are required for processing the term dependency information. 

Thus, it is not beneficial to use term dependency for every query. Instead, it is 
advantageous to have a switch that will estimate when term dependency will improve 
retrieval, and when it would be detrimental to it. In the absence of relevance 
information, we can use the Avg_IDF and Avg_IOO of our proposed model to predict 
                                                           
1 URL: http://www.lemurproject.org/indri/ 
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Table 2. Improvements in retrieval based on our proposed model 

 MAP GMAP 
FI 0.2971 0.2006 
FD 0.3298 0.2527 
Sel 0.3308 0.2531 

whether dependency model can work for a given query. Since both of the two features 
are statistically negatively correlated to the power of term dependency, queries of 
high Avg_IDF and Avg_IOO scores tend not to benefit from term dependency. Thus 
we try to identify those queries for which the dependency models fail by finding 
queries of high Avg_IDF and Avg_IOO scores. For these identified queries, we just 
use the FI model, while for the other queries we use FD model instead. We name the 
retrieval results “Sel” in table 2 by adaptively using term dependency on a query 
basis. 

In this work, we label queries of high Avg_IDF scores, when the scores are ranked 
in the top 20% of all the 147 queries. We label queries of high Avg_IOO scores in the 
same way. The overlap of labeled queries of high Avg_IDF scores and labeled queries 
of high Avg_IOO scores are identified queries for which dependency model is 
estimated to fail. The low threshold 20% is chosen, because we want to find those 
queries when term dependency would be detrimental to retrieval. 

In total, 11 out of 147 queries were identified by our proposed model. 10 of the 11 
identified queries indeed do not benefit from term dependency, which indicates great 
prediction power of our model. The retrieval results are shown in table 2. Sel has the 
best retrieval effectiveness among the three models under the performance measures 
of MAP and Geometric MAP (GAMP). 

5   Summary 

This work tries to answer the question of what kind of queries can benefit from term 
dependency information. We describe a novel model that captures the main 
components of a topic and the relationship between the components to the power of 
term dependency. We demonstrate that the power of term dependency strongly 
depends on those components. Without relevance information, we can predict the 
components by global statistics information of the index. Finally, we demonstrate the 
applicability of model to adaptively using the term dependency on a query basis.  
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Abstract. This paper is concerned with the evaluation of distributed
and peer-to-peer information retrieval systems. A new measure is intro-
duced that compares results of a distributed retrieval system to those of
a centralised system, fully exploiting the ranking of the latter as an indi-
cator of gradual relevance. Problems with existing evaluation approaches
are verified experimentally.

1 Introduction

One of the core requirements when creating an evaluation testbed for either
distributed information retrieval (DIR) or peer-to-peer information retrieval
(P2PIR) is a realistic distribution of documents onto databases or peers. A
common method in DIR is to use TREC ad hoc test collections and distribute
them according to source and date (e.g. [3]), with the advantage that human
relevance judgments are available. For evaluation of P2PIR, with typically small
and semantically more homogeneous collections, this approach is unrealistic.

In P2PIR, distribution of documents is either done in a way that springs
naturally from the collection, e.g. via author information [2], built-in categories
[1] or domains of web pages [4], or it is established in less natural ways via
clustering [6] or even randomly [5]. Since generally these collections lack queries
and relevance judgments, queries are either constructed from the documents
[4,2,1] or taken from query logs matching the collection [6,8].

Although with both methods a large number of queries can be created, the
need remains to assess query results for relevance. This challenge is approached
in this article.

2 Related Work

Various approximations of relevance have been studied in P2PIR: assuming doc-
uments containing all query keywords to be relevant [2], using “approximate
descriptions of relevant material” [1] or comparing results of distributed algo-
rithms to results of a centralised system [6,4,9,8].

The last approach assumes that a distributed system will rarely be more
effective than a centralised one. Although some studies (e.g. [7]) show that the
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contrary cannot be ruled out, most other studies agree with this (e.g. [4]). In the
following, we will therefore concentrate on the last approach.

It is realised by either considering all documents returned by the centralised
system (i.e. those with score > 0) relevant [6] – resulting in what is sometimes
called relative recall (RR) – or just the N most highly ranked documents [4,9,8].
In the latter case, precision at k documents is used as an evaluation measure –
we will call it PN@k in the rest of this work, denoting its dependence on N .

3 Average Ranked Relative Recall

Considering all documents with score > 0 relevant is clearly not what we want to
approximate. Assuming the top N documents to be relevant is simple, but also
not sufficient since we do not know how to choose N as the number of relevant
documents generally depends on the query.

However, the choice of N may influence the evaluation results: consider for ex-
ample a scenario where the centralised system returns a ranked list (d1, d2, ..., d15)
and two distributed systems A and B, where A returns (d1, d2, d3, d4, d15) and B
returns (d6, d7, d8, d9, d10).

This results in a P5@5 of 0 for system B and of 0.8 for system A, i.e. the
evaluation predicts system A to perform better than system B. However, P10@5
is also 0.8 for A, but 1.0 for B, thus reversing our evaluation result.

In [8], N is chosen equal to k, in [4,9], values of 50 and 100 are used without
further justification. Besides the problem of choosing N , this set-based approach
also neglects the ranking of the centralised system within the first N documents.

Therefore, we propose average ranked relative recall (ARRR), a new evalua-
tion measure that exploits the ranking of the centralised system as an indicator
of gradual relevance and does not treat all of its returned documents (or the top
N) as equally relevant.

Let C = (c1, ..., cm) ∈ T m be the ranking of the centralised system, where T
is the set of all documents. We assume that the user has specified how many of
the top-ranked documents should be retrieved; we call this value k. It plays a
similar role as the k in precision at k documents (P@k) commonly used in the
IR literature. Further, let D = (d1, ..., dn) ∈ T n be the ranking returned by the
distributed system with n ≤ k (we have n < k only if the distributed system
retrieves less than k documents in total).

Next, we introduce a function mD that, for a pair of documents, returns 1 if
the first document is ranked ahead of the second within the set D, else 0:

mD : T 2 → {0, 1}

mD(cj , ci) =
{

1 if ∃ dq ∈ D : dq = cj ∧ ∃ dp ∈ D : dp = ci ∧ q ≤ p
0 else

With this new function, we define

ARRR@k(D, C) =
1

min(k, m)

m∑

i=1

mD(ci, dn)

∑i
j=1 mD(cj , ci)

i
(1)
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This measure can be determined by the following algorithm: (1) For each doc-
ument di in ranking D, starting from the top: (a) Mark di within ranking C
if present, and (b) determine the portion of documents marked so far between
the top of C and position j of di. (2) Sum up the values obtained for all di and
divide by k or by m if the centralised system finds less than k documents.

Step 1b corresponds to the recall for the distributed system, considering rel-
evant the first j documents in C. If j is large, i.e. di is ranked low in C, the
“notion” of relevance becomes looser and it is less likely to achieve good recall.
Obviously, ARRR@k becomes 1 iff D = (c1, ..., ck), i.e. if the distributed sys-
tem retrieves exactly the k highest-ranked documents found by the centralised
system and ranks them in the same way the centralised system does. On the
other hand, ARRR@k becomes small if the distributed system ranks documents
highly within its first k documents that have low ranks in C.

As an example, we consider C = (c1, c2, c3, c4, c5, c6). Now let us assume that
system A returns DA = (c1, c3, c4) and system B returns DB = (c3, c4, c1).
This yields ARRR@5 = 1

5 (1 + 2
3 + 3

4 ) = 0.48 for system A and ARRR@5 =
1
5 (1

3 + 2
4 + 1) = 0.37, penalising B for its “bad” ranking. If DB = (c3, c4, c1, c5),

we get ARRR@5 = 1
5 (1

3 + 2
4 + 1 + 4

5 ) = 0.53, showing that higher recall can
compensate for suboptimal ranking.

4 Experimental Results

Experiments were performed with two IR test collections that provide human
relevance judgments:

– Ohsumed: 348,566 medical abstracts, annotated with an average of 10.6 so-
called MeSH (Medical Subject Headings) terms each. Each of the 14,596
MeSH terms in the collection was treated as a peer and every abstract was
assigned to all peers corresponding to its MeSH terms.

– GIRT: 151,318 German abstracts from the social sciences, annotated with
an average of 10.2 controlled terms each which were identified with peers as
above, resulting in a total of 7,151 peers.

We will illustrate the flaws of the existing evaluation measures with the follow-
ing example scenario: for each collection, we consider two peer selection strate-
gies, (1) a variant of the CORI resource selection algorithm [3] and (2) a strategy
we call “by-size” that ranks peers by the number of documents that they possess.

Both strategies are applied to ranking peers for the queries. The first 100 peers
from the ranking are then visited according to the ranking and after each peer
is visited, the quality of the results that have so far been retrieved is assessed
using all of the evaluation measures discussed above. All peers use the BM25
retrieval function to rank documents locally; idf values are sampled globally (cf.
[10]) so that document scores are comparable across all peers.

Fig. 1 shows the effectiveness of the two strategies and different measures as a
function of the number of peers visited using Ohsumed. The curves using GIRT
qualitatively resemble Fig. 1 but are not shown to preserve space.
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Fig. 1. Effectiveness of “by-size” and CORI as a function number of peers visited in
terms of MAP, P10@10, P50@10, P100@10, ARRR@10 and RR for Ohsumed. Note:
absolute values of measures may not be compared directly, we need to concentrate on
the general shape of the curves.

As one would expect, the CORI strategy is clearly superior to the trivial “by-
size” approach when analysed with MAP, ARRR@10 and P10@10. However, the
values of P50@10 and P100@10 for the “by-size” strategy catch up with those
of CORI rather quickly and RR shows even higher values for by-size than for
CORI from the first few peers on.

The results for P50@10, P100@10 and RR allow the conclusion that “by-size”
is competitive with CORI after visiting a relatively small number of peers. How-
ever, such a conclusion apparently cannot be drawn from the other measures,
especially MAP, which is based on human relevance judgments.

The measure P10@10 behaves very similarly to ARRR@10, suggesting that
both might be equally trustworthy. It also suggests that the set of the first
10 highest-ranked documents is a better approximation of the set of relevant
documents than the first 50 or 100 documents or even the set of all documents
with score > 0: since the probability of retrieving some of the N highest-ranked
documents increases with N , we will overrate the effectiveness of a strategy
as “by-size” (which retrieves many documents) at some point. In the case of
RR, there is a very high probability of arbitrary documents being considered
“relevant”; for Ohsumed, this probability is around 17.5% on average, which, of
course, does not mean that the documents are really relevant for the user. Despite
the good behaviour of P10@10, it is still (at least) theoretically unpleasing that
we do not know which choice of N is optimal.
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In further experiments not shown here, we also detected that – when rank-
ing retrieval runs using PN@k – the rank correlation of two run rankings with
different values of N is generally high, but often below 1. This indicates that
the problem described above does indeed arise in practice: different choices of N
may result in different rankings of systems.

5 Conclusions

In this work, we have introduced a new measure – average ranked relative recall
(ARRR) – for comparing the retrieval results of a distributed system against
a centralised system. As opposed to previous work, this measure fully exploits
the ranking of the centralised system as an indicator of gradual relevance. Ex-
perimental results confirm problems of existing approaches in ranking systems
consistently (something which ARRR avoids by design) and show that – depend-
ing on the result set size N – the measures PN@k and relative recall may lead
to wrong conclusions.
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Abstract. This paper investigates the usage of various types of lan-
guage models on polarity text classification – a subtask in opinion mining
which deals with distinguishing between positive and negative opinions
in natural language. We focus on the intrinsic benefit of different types
of language models. This means that we try to find the optimal settings
of a language model by examining different types of normalization, their
interaction with smoothing and the benefit of class-based modeling.

1 Introduction

There has been an increasing interest in opinion mining in recent years, in partic-
ular, in polarity text classification. Though Bayesian methods have been widely
explored in this context, for example in [1], less attention has been drawn to
the impact of language modeling on this classification task. This paper discusses
various aspects of language modeling, such as normalization, its interaction with
smoothing and class-based modeling.

2 Bayesian Classification and Language Modeling

The Bayesian classifier estimates the optimal class ĉ given a sequence of words
w1 . . . wn where n is the length of the observation (i.e. a document to be classi-
fied) by the prior P (c) and the likelihood P (w1 · · · wn|c):

ĉ = arg max
i

P (w1 . . . wn|ci) · P (ci) (1)

We model the likelihood as a Markov Chain:

P (w1 . . . wn|c) =
n∏

i=1

P (wi|wi−m+1 . . . wi−1, c) (2)

Each word wi is considered with respect to some short history of preceding
content wi−m+1 . . . wi−1 where m is the size of the sequence to be modeled. We
refer to this as an m-gram. The likelihood is estimated by different language
models. Smoothing is essential in Bayesian classification since, otherwise, any
unseen event would turn Equation 2 to zero. We experimented with the most
common smoothing techniques in IR, as presented in [2], and discovered that
absolute discounting works best in polarity classification which is why we used
it in all subsequent experiments.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 612–616, 2008.
© Springer-Verlag Berlin Heidelberg 2008



Optimizing Language Models for Polarity Classification 613

3 Methods

3.1 Normalization

In text classification, one usually applies some form of normalization in order
to reduce the data sparseness. Typically, one resorts to stemming – which is
a simple algorithmic approach, where suffixes are removed from words – or to
lemmatization – in which a base form is looked up in a dictionary. Due to its
complexity, lemmatization is less preferred, though it is by far more linguistically
accurate. In our experiments, we used Porter stemming and lemmatization as
done in WordNet1.

In order to remove noise, we also examined the effect of omitting singletons
and stopwords being a small set of function words. Moreover, we restricted the
vocabulary to the polarity expressions in General Inquirer (GI)2 which is a list
of polar adjectives, such as brilliant or horrible, and verbs, such as adore or hate,
comprising 3440 different words in total. We assume that these polar words are
highly discriminative for polar text classification.

In order to investigate the usefulness of negation handling in polar text classifi-
cation, we examined the impact of two negation models which differ in
complexity:

1. Each subsequent token of a negation marker, e.g. not, didn’t or cannot, is
marked with prefix NOT until the first occurrence of a punctuation mark.
This method has been proposed in [3].

2. With the help of regular expressions we disambiguate (potential) negation
markers3. For this task we have written a small set of regular expressions.
Unlike [3] only the negated word is marked with NOT . We identify those
words by part-of-speech information. Not only is this linguistically more
accurate, but it should also cause less data-sparsity4.

3.2 Class-Based Language Models

Unlike [1] who attempt to create more generalizing models by manually con-
structed rules replacing specific words with their respective part-of-speech tags,
we try to generalize our training data by applying class-based language mod-
els. A mapping k : V → K is learned where V is the vocabulary and K is the
set of unlabeled classes whose number has to be specified in advance. Unlike [1],
this approach is completely unsupervised and does not require any form of expen-
sive pre-processing, such as part-of-speech tagging. The objective function of the

1 http://wordnet.princeton.edu/
2 http://www.wjh.harvard.edu/∼inquirer
3 We observed that, frequently, negation markers do not express negations in certain

contexts, e.g. not just . . . but . . . or why not . . .
4 Consider that each time a prefix NOT is added to a word, a new word is created

which is different to the unnegated expression.

http://www.wjh.harvard.edu/~
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class-induction is the maximization of the Likelihood. The class-based language
model is defined by:

P (wi|wi−(m+1) . . . wi−1) = P (wi|k(wi)) · P (k(wi)|k(wi−(m+1)) . . . k(wi−1)) (3)

The first factor is called emission probability and the second is called transition
probability. We use the O(V · K2) algorithm as presented in [4] to learn the
mapping from words to classes.

4 The Data

All our experiments were performed on the movie review data set [3]. We chose
this dataset since it is commonly regarded as the benchmark dataset for polar-
ity text classification. The dataset comprises 1000 positive and 1000 negative
reviews. The classes to be predicted are positive and negative reviews. We ran-
domly partitioned the dataset into a training set containing 936 documents, a
development set for optimizing the language models and a test set both com-
prising 468 documents5.

5 Results of the Experiments

We evaluated our experiments on the basis of accuracy. Every model has been op-
timally smoothed on a separate development set. We performed four-fold cross-
validation meaning that the we generated four different partitions of the dataset
as described in Section 4 in order to obtain representative numbers.

5.1 Results of Normalization Experiments

Table 1 displays the performance of the different types of normalizations. On
the test set, only lemmatization and porter stemming perform marginally better
than the plain unigram model. The remaining models, including both negation
models, are worse than the plain unigram model though mostly only marginally.
It is also striking that the two worst performing models, the GI model and the
singleton model, are exactly those models from which the greatest amount of
data has been removed. Apparently, it is fairly impossible to remove noise from
the dataset we are using without also omitting meaningful information.

5.2 Interaction Between Smoothing and Normalization

Figure 1 illustrates the interaction between optimizing the smoothing parameter
δ and the performance of some normalized models. If a suboptimal smoothing
parameter has been chosen, e.g. δ = 0.1, the GI model, which is the second

5 These numbers have been chosen to be consistent with [3]. They use 1400 documents
per class, using two thirds for training and one third for testing.
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Table 1. Performance of different types of normalizations on unigram models

Model Test Devel
Plain 80.4 80.9

Porter Stemming 80.6 80.0

Lemmatization 81.1 81.0

Singletons Removed 64.6 64.0

Stopwords Removed 80.2 81.0

GI-Lexicon 78.7 80.6

Negation I 79.6 80.2

Negation II 79.7 81.0
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Fig. 1. Iterative optimization of smoothing parameters on unigram models on devel-
opment set

worst performing model when optimized models are compared (see previous sec-
tion), significantly outperforms the standard unigram model. Further iterating
the smoothing parameter hardly improves the GI model but immensely improves
the plain unigram model. The optimally smoothed plain model (δ = 0.95) is,
however, not only on a par with the optimal GI model on the development set
but also better than the GI model on the test set. We observed a similar but
less striking behavior between the model using stemming and the plain model.
We conclude from these observations that expensive pre-processing, such as fil-
tering the vocabulary with a manually built task-specific lexicon, does not offer
a better performance than a properly smoothed plain unigram model, which is
also far cheaper to obtain.

5.3 Results of Class-Based Language Models

In our experiments we found that trigram models work best as transition prob-
abilities. We tested models with 500, 600 and 700 classes. Table 2 displays the
results of the different class-based language models we built. For comparison,
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Table 2. Performance of class-based language models

Model Test Devel
Unigram 80.4 80.9

Bigram 80.9 81.7

Trigram 81.3 81.5

500 Classes 81.7 82.2

600 Classes 82.4 81.7

700 Classes 82.3 82.8

we also included the performance of different word-based m-gram models. No
normalization was done on any of the models. On the test set, all class-based
models performed better than the word-based models, though the improvement
is only limited. The class-based model trained on 600 classes with an accuracy
of 82.4% is the best model we could generate in our experiments. Considering
the error-bars on the results of our experiments at approximately ±1.0% this
performance is comparable with SVMs at 82.9 which is the best performance
reported in [3].

6 Conclusion

In this paper, we have stated our results on polar text classification using various
types of language models. Properly smoothed plain unigram models offer similar
performance to normalized models. Pre-processing is only beneficial if one uses
insufficiently smoothed models. Removing noise often harms the performance.
Class-based language models produce the best Bayesian classifier, though the
gap to word-based higher-order m-gram models is small. Since our results are
comparable to discriminative methods, such as optimized SVMs, we presume
that the inherent noise in the data set does not allow much more room for
improvement for Bayesian Classification and presumably any other standard
machine learning algorithm.
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Abstract. Currently text-based retrieval approaches, which utilize web textual
information to index and access images, are still widely used by many modern
prevalent search engines due to the nature of simplicity and effectiveness. How-
ever, page documents often include texts irrelevant to image contents, becoming
an obstacle for high-quality image retrieval. In this paper we propose a novel
model to improve traditional text-based image retrieval by integrating weighted
image annotation keywords and web texts seamlessly. Different from traditional
text-based image retrieval models, the proposed model retrieves and ranks im-
ages depending on not only texts of web document but also image annotations.
To verify the proposed model, some term-based queries are performed on three
models, and results have shown that our model performs best.

1 Introduction

The boom in the use and exponential growth of the Web have triggered the need for effi-
cient tools to manage, retrieve, and filter information from the WWW, such as web im-
ages in this study. Currently prevalent approaches to image retrieval fall into two main
categories: content-based and text-based image retrieval. Despite numerous works and
research on content-based retrieval, text-based approach is still important and prevailing
because of its simplicity and effectiveness. In text-based retrieval, images are indexed
and searched in the form of textual descriptions. These descriptions can be produced by
human manually or by machines automatically. Due to the huge size of the Web, label-
ing images manually is a clearly infeasible task. Thus most of modern search engines
extract terms from web documents as descriptions of images. However, determining
the parts of web documents related to image contents is not a trivial task. Coelho et al.
[2] attempted to bypass this issue by combining multiple evidential sources for image
retrieval without consideration of image contents.

We propose a novel image retrieval model based on inference network [1] which in-
troduces image annotations produced according to image contents into text-based image
retrieval, hoping that can improve solely text-based image retrieval. Different from the
models directly utilizing image annotations to index and search images, the proposed
model first associates each annotation keyword with certain weight to measure its se-
mantic similarity to image contents, then integrates these weighted annotations as well
as other textual evidences into the underlying inference network seamlessly to improve

� Corresponding author.
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image retrieval. The remainder of the paper is organized as follows. Section 2 details the
proposed model. Section 3 describes experimental results and some discussions. Last
section concludes the paper with some ideas of future work.

2 The Architecture of Image Retrieval Model

2.1 Evidences Extracted from Web Documents

In general, web documents contain various textual data. Some may be useful for image
retrieval, while others may be not. However, it is very difficult to locate specific texts
relevant to image because of the nature of unstructured data and diversities of web doc-
uments. Coelho et al. [2] attempted to bypass this problem by utilizing belief network to
combine multiple evidence sources, including Description tags, Meta tags and text pas-
sages, for image retrieval. Description tags include filenames, ALT attribute of IMG tag
and anchors; Text passages are extracted from image surrounding passages; Meta tags
include the terms located between TITLE tag and META tag. In this study we extract
description tags and 40 surrounding words, as recommended by Coelho et al. [2]. Note
that we ignore Meta tags because Coelho found that combining description tags and
surrounding passages would gain higher precision than including Meta tags in the task
of web image retrieval. In a word, in this study description tags and image surrounding
passages (40 terms) are used as textual evidences for image retrieval.

2.2 Weighting Image Annotations

We use the Hidden Markov Image Annotation Model (HMIAM) [4] to produce origi-
nal annotations for images. Since HMIAM is not our focus, we omit the details, and
for details please refer to the work of Ghoshal [4]. Without loss of generality, let
C = (c1, . . . , cT ) be the annotations produced by HMIAM. The annotation set C is
usually not perfect and includes some ‘noisy’ keywords irrelevant to image semantics.
To differentiate these ‘noisy’ keywords from others we use the notions of coherence
and relatedness. The notion of coherence assumes that annotation keywords of an im-
age should be semantic similar one another, and it is adopted by Jin et al. [6] to remove
noisy keywords from image annotations. Moreover, web documents often include some
useful information related to image semantics, thus these texts are used naturally for
refining image annotations. We refer to the semantic similarity between image annota-
tion keyword and terms in web document as relatedness. In this study we utilize JCN
algorithm [5] to measure the semantic similarity between two concepts as:

simjcn(c1, c2)=(distjcn(c1, c2))
−1=(IC(c1)+IC(c2)−2×IC(lcs(c1, c2)))

−1 (1)

where IC(c)=−logP (c) and P (c) is the probability of encountering an instance of
concept ‘c’ in WordNet [3]; lcs(c1, c2) is the lowest common subsumer (LCS) that sub-
sumes both concepts ‘c1’ and ‘c2’. Note that all word similarity measures are normal-
ized so that they fall within a 0-1 range, i.e. 0 ≤ simjcn(ci, cj) ≤ 1. For an annotation
keyword ci, the measure of coherence is defined as:

ai =
1
η1

T∑

j=1∧j �=i

simjcn(cj , ci), η1 =
T∑

i=1

T∑

j=1∧j �=i

simjcn(cj , ci) (2)
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where η1 is normalization factor. Similarly, let D = (d1, . . . , dn) be the terms in web
documents, the measure of relatedness between ci and D is defined as:

bi =
1
η2

n∑

j=1

simjcn(dj , ci), η2 =
T∑

i=1

n∑

j=1

simjcn(dj , ci) (3)

Now we get two variables, ai and bi, as the measure of the importance of concept ci

to the semantics of an image. Note that
∑

aiand
∑

bi are both 1, that is to say, ai

and bi can be regarded as two independent probability distributions of the quantified
importance of concept ci. We combine these two factors linearly as follows:

s(ci) = ∂ai + (1 − ∂)bi, 0 ≤ ∂ ≤ 1 (4)

where s(ci) is the final score associated with concept ci. The larger s(ci) is, the more
related to the semantics of corresponding image the concept ci is. The parameter ∂ is set
be 0.5 empirically in this study . Now we can measure the semantic similarity between
term t and image I as follows:

S(t, I) = S(t, C) =
∑

ck∈C
simjcn(t, ck) · s(ck) (5)

where C is the set of annotation keywords produced by HMIAM for image I.

2.3 Image Retrieval Using Inference Network

The Bayesian inference network interprets probabilities as degree of belief. It asso-
ciates random variables with documents, index terms and the user queries. A ran-
dom variable associated with a document dj represents the event of observing that
document. The observation of dj asserts a belief upon the random variables associ-
ated with its index terms. Without loss of generality, in the remainder of this paper let
K = (k1, k2, . . . , kt)(ki ∈ {0, 1}) be a t-dimensional vector of 2t possible states rep-
resenting term space, dj a document and q the user query. Inference network model
would retrieve and rank a document dj with respect to the user query q as follows [1]:

P (q, dj) =
∑

∀K

⎛

⎝
∏

∀i|ki=1

P (ki|dj) ×
∏

∀i|ki=0

P (ki|dj)

⎞

⎠ × P (q|K) × P (dj) (6)

In formula 6 the specifications for P (dj), P (ki|dj) and P (q|K) are as follows. The
P (dj) reflects the probability associated with the event of observing a given document

dj , and is defined as P (dj) = 1/|−→dj |, where |−→dj | stands for the norm of the vector
−→
dj .

The P (ki|dj) is the measure of the increased belief upon terms ki caused by the event
of observing document dj , is defined as P (ki|dj)=Wi,j=fi,j ×S(ki, Ij), where
fi,j , the frequency of term ki in document dj , is used to measure the increased be-
lief caused by web textual evidences, while S(ki, Ij) is used to measure the increased
belief caused by image (weighted annotations). By doing this, we can integrate im-
age contents into the classic text-based image retrieval seamlessly. Finally, we define
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P (q|K) as follows. Let
−→
ki be a t-dimensional vector as:

−→
ki |ki = 1 ∧ ∀j �=ikj = 0. Then

we can use P (q|−→ki ) to evaluate P (q|K) in isolation as P (q|−→ki ) = idfi if qi = 1, and 0
otherwise. Accordingly, we can rewrite formula 6 as [1]:

P (q, dj) =

⎛

⎝
∏

fi,j>0

(1 − Wi,j)

⎞

⎠× 1

|−→dj |
×

⎛

⎝
∑

qi=1∧fi,j>0

Wi,j × idfi × 1
1 − Wi,j

⎞

⎠ (7)

3 Experiments and Results

We use the Corel Image set, consisting of 5,000 images, as the training set for the
HMIAM. All images are associated in advance with up to five keywords drawn from a
vocabulary of size 374, denoted by V. In addition, we have downloaded about 137,300
web pages accompanied with images from the WWW as the test set. After the training
of the HMIAM, it was used to annotate all web images up to four keywords.

To verify the proposed model, we carried out standard keyword based image re-
trieval by using the top 25 frequent terms in the training set V listed in table 1. Besides
the proposed model, we evaluated other two image retrieval models to make a com-
parison. One is the solely text-based image retrieval model, shown in Fig. 1 as “Text”,
which was implemented by setting the parameter S(ki, Ij)=1 in the specification of
P (ki|dj), that is, P (ki|dj)=fi,j . Another model used the weighted annotation key-
words to search images, and then attempted to rank results according to the weights
associated with keywords, shown in Fig. 1 as “Weighted Annotations”. We use preci-
sion and recall to evaluate the three models. Because examining all relevant images to

Table 1. The top-25 frequent terms in training set

water, sky, tree, people, grass, mountains, flowers, snow, clouds, stone, plane, field,
bear, sand, birds, leaf, cars, plants, house, bridge, polar, garden, horses, tiger, train

Fig. 1. Average precisions of 25 queries for the three models
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a query term is a clearly infeasible task, we adopted the simple and effective strategy
in [2]: for a given query, we ran out the image retrieval in the above three models and
only evaluated the 40 highest images which were classified by volunteers as relevant
or irrelevant with respect to the corresponding query topic. All results were shown in
Fig. 1. From the results we can see, our model performed best. By introducing weighted
annotations into the underlying inference network, the calculations of increased belief
upon relevant terms caused by the observation of documents were more reasonable.
Similarly, these terms increased the belief of relevant queries, and finally resulted in
the improved retrieval. At the same time we see that retrieving images based on image
annotations is inferior to that based on terms extracted from description tags and sur-
roundings, even that annotations had been refined with weights. We think that is mainly
caused by the poor annotations produced by the HMIAM.

4 Conclusions and Future Work

In this paper we propose to integrate image contents into text-based image retrieval
model in two steps. First, images are interpreted into weighted annotations. Second,
these weighted annotations as well as terms extracted from the corresponding web doc-
ument are used to facilitate image retrieval. The experimental results demonstrate that
the proposed model performs best. However, further research is still required. The ex-
perimental training data has a limited size of vocabulary, so the annotation results have
a low coverage over total keyword space. In addition, the evaluation of image retrieval
is conducted on a small set of retrieved results using only top 25 terms, since judg-
ing relevancy/irrelevancy to test queries requires substantial human endeavors. A wider
evaluation on larger dataset will be carried out in future work. Moreover, we will ex-
plore more annotation models besides the HMIAM. We believe that improvement over
underlying annotation model can result in further improvement in image retrieval.
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Abstract. It is well known that alongside with search engine performance 
improvements and functionality enhancements one of the determinant factors of 
user acceptance of any search service is the interface. This factor is particularly 
important for mobile Web search mostly due to small screen limitations of 
handheld devices. In this paper we propose scrolless mobile Web search 
interface to decrease search efforts that are multiplied due to these limitations, 
and discuss its potential advantages and drawbacks over conventional one. 

Keywords: mobile Web search, mobile Web search interface, slide-film inter-
face, paging, scrolling. 

1   Introduction 

Information access with wireless devices in any form has been traditionally 
considered a challenging task due to such limitations as mobile platform 
heterogeneity, insufficient development of networking infrastructure and limited 
input-output capabilities. But with the rapid enhancement of handheld device 
capabilities and wireless networks, cellular phones and other portable devices are 
becoming more and more suitable for wireless information access. Web search 
companies have already directed their attention to mobile search market by 
introducing new search services for mobile operators. Nevertheless, mobile search is 
still considered a new market with much potential for new entrants to Web search 
business, taking into account a number of peculiarities and limitations that are not 
available on personal computers and have to be considered and overcome to introduce 
successful search in mobile context. 

When we consider usability peculiarities of handheld devices, probably the first 
thing everyone thinks of is the small size of a device screen. Due to this “number one” 
limitation of information access in mobile context, bringing “normal” (PC-screen-
oriented) information to small-screen devices is a very challenging task, especially 
considering the multiplied user efforts caused by the complexity of Web sites and 
amount of scroll needed to navigate through multiple information pieces. 

A number of different approaches [e.g., 1-2] were proposed to improve the efficacy 
and efficiency of mobile Web search. In this paper we present our attempt to improve 
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it – not through the enhancements of search engine and its algorithms, but by 
proposing a specialized interface. The main characteristic of the proposed interface is 
the abolishment of scroll. We offer a new user experience that, as we hope, will 
alleviate problems caused by small screen limitations – namely, frustration and eye 
fatigue one can feel during search result list navigation, increase in time consumption 
of individual search activities, and decrease of its quality. The proposed interface, 
called slide-film interface, is a kindred of paging found in [e.g., 3-4]. Till now this 
approach was extensively examined in PC text reading; we bring it into mobile 
context focusing on Web search. While dividing full text into logical blocks for 
paging presentation is difficult and such a form of content presentation may be 
disadvantageous for navigation and reading on PC, we believe this approach is 
favorable for mobile Web search where all items in the result list are self-contained 
items linked by one particular information need to satisfy which the search activity is 
conducted for. In other words, presenting one search result in one page combined with 
intuitive user interface and its easy operability will not break the information 
comprehension process; quite the contrary, by removing scrolling it facilitates mobile 
Web search. 

To find out the advantages and potential shortcomings of the proposed approach 
we conducted an experiment. In this paper we report and discuss its results, in 
addition to the interface design. 

2   Interface Design 

One of usability definitions made by Jacob Nielsen says: “usability is also an ideology – 
the belief in a certain specialized type of human rights” [5]. One of these rights, the  
right “of people to have their time respected,” is especially important for Web search 
that produces numerous results and takes from seconds to many minutes to find  
results meeting particular search needs. But when we consider mobile Web search, we 
believe “the right to simplicity” is even more important because of the extra limitations 
of handheld devices that are not critical for PC Web search. Therefore, when 
implementing the proposed interface, we were guided by the belief that the  
interface design of a mobile Web search system must be as simple and intuitive as 
possible while preserving all information about search results found in conventional 
search systems. 

As we already mentioned in the previous section, every search result item from the 
list returned by a Web search engine is a self-contained element associated with a 
particular information need. Therefore, it is easy to present each item in a separate 
“slide,” or “page,” each having the title, URL, summary and the title of the next result 
to facilitate imaginable comparison of the current and next result item (foreseeing the 
value of the next result in comparison to the current one). Unlike most mobile Web 
search services that truncate summary snippets of the search result items to reduce the 
amount of scroll and in this way facilitate easier navigation through search results that 
often can lead to difficulties in understanding of the content of a particular result, 
(owing to the availability of one slide of a screen size for one search result) our 
approach has an advantage to provide the greater part of one slide screen to place the 
full summary without any fear to make the search tiresome. 
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We have implemented a Web-based prototype simulating the behavior of the 
proposed search interface for handheld devices. The prototype is accessible with a full 
Web browser from handheld devices and PCs. Page flipping is done with right and 
left soft keys – pressing right soft key flips search results taking a user to further items 
and pressing left soft key flips pages backwards (see Fig. 1). In addition, the user can 
promptly start a new search by pressing a shortcut key (hotkey), and see the title list 
of navigated search items to be able to return to a specific point in the search and not 
to be lost in the huge amount of search results. 

 

  

Fig. 1. Interface in action 

3   Experiment 

In order to verify the hypothesized advantages and discover the drawbacks of the 
proposed interface we designed and conducted a preliminary experiment that is the 
first step of our user study. For this, we had to compare how well a user performs 
search with the proposed interface and the conventional one. 

3.1   Design 

In addition to the slide-film interface implementation, we implemented another 
interface that simulates the behavior of the conventional mobile Web search of 
Microsoft Pocket Internet Explorer. The experiment was carried out on PCs, but we 
tried to maximize the similarity of user-system interactions to those where handheld 
device is used. Therefore we fixed the size of the interface screen to that of Microsoft 
Windows Mobile Smartphone (176x220 in full screen mode) and forbade the use of 
the mouse – instead the use of only several keys (arrow keys, Home and Backspace) 
of a 10-key device was allowed. 

Nine participants of age from 20 to 34 were asked to search and interact naturally 
with the two interfaces. Two sets of search tasks were prepared with 11 queries in 
each. Each task contained a question the subject had to find an answer for and a fixed 
query term1 to make a query with. The document collection the subject was searching 

                                                           
1 This is done in order to equalize the difficulties of completing tasks for the both interfaces. 
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on was retrieved from Yahoo! Web search service [6]. The experiment was conducted 
in two steps: 

• Week 1: search with Set A (slide-film interface) and search with Set B 
(conventional interface) 

• Week 2: search with Set A (conventional interface) and search with Set B (slide-
film interface) conducted in 5-7 days from the experiments of Week 1. 

Conducting experiment in this way, ideally we can obtain search performance 
results of 22 tasks completed using both interfaces after the experiments are finished. 
However, the number of successful searches, when the user completes a particular 
task, differs from user to user. Furthermore, some searches can be recognized invalid. 
For example, if the answer (result item) to the same question found with the 
conventional interface (hereafter also referred to as CI for brevity) in Week 1 differs 
from the answer in Week 2 found with slide-film interface (hereafter also referred to 
as SFI), the result is recognized to be invalid. 

In the experiment we evaluated search with the two interfaces both quantitatively 
and qualitatively. For qualitative measure we chose five-point Likert interface 
satisfaction questionnaire scaling from ‘very negative’ (1) to ‘very positive’ (5). To 
understand the efficacy of the proposed interface we measured time spent purely for 
viewing and navigating search results with the both interfaces when trying to 
complete a task (i.e. time spent on Web pages opened from the search result list is 
ignored). 

3.2   Results 

Comparing the speed of completion of all users over all tasks, on average, the 
proposed interface fits mobile Web search better – users perform search faster (on 
average, 48 sec (SFI) vs. 68 sec (CI) for all users to complete all the tasks). Using the 
Wilcoxon sign rank analysis, there is a significant difference between the search 
performances of users using the two interfaces (p=0.004). 

 

Fig. 2. Mean time spent to complete all tasks for every user 

We observed, however, that the number of successfully completed tasks for most 
subjects grew smaller (by 7 percent) when using the proposed interface. This can be 
explained by the increased speed and ease of viewing of search results (in comparison 
with that of the conventional interface) that, in turn, result in omission of relevant 
items. 
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Table 1. Mean ratings (with standard deviations) of user satisfaction with the interfaces 

Question (shortened) Score (SFI) StDev (SFI) Score (CI) StDev (CI) 

Operations are intuitive 4 1.26 3.4 1.24 

Search results are easily 
viewable 

4.2 0.98 3.1 0.33 

Eye fatigue reduced 3.9 0.93 2.3 1.12 

Less time to complete 
search 

4 0.5 3.1 1.05 

The ratings obtained from the questionnaire are shown in Table 1. As to the 
usability of the proposed interface, the ratings varied from user to user showing how 
different user preferences can be. However, in general, the proposed interface was 
found to be superior by most users and eight of nine preferred it for Web search. 

4   Conclusions and Future Work 

In this paper we proposed and briefly discussed slide-film interface that, as we found, 
can be a good alternative to the conventional way to organize and present Web search 
results in mobile context. Although the scale of the first experiment conducted to 
verify the advantages of the proposed interface is very small to claim the search we 
propose with the slide-film interface is more efficient and easier as compared with the 
conventional one, the results are very promising and encouraging to continue 
improving the approach. 

The research is at the early stage and still in progress. As for a future work, we are 
planning to continue the user studies with a larger number of participants and bigger 
variety of experiments. We also consider conducting an eye tracking experiment to 
get better insight about the peculiarities of the proposed interface. 
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Abstract. We propose a new approach to a music search engine that can
be accessed via natural language queries. As with existing approaches, we
try to gather as much contextual information as possible for individual
pieces in a (possibly large) music collection by means of Web retrieval.
While existing approaches use this textual information to construct rep-
resentations of music pieces in a vector space model, in this paper, we
propose a document-centered technique to retrieve music pieces relevant
to arbitrary natural language queries. This technique improves the qual-
ity of the resulting document rankings substantially. We report on the
current state of the research and discuss current limitations, as well as
possible directions to overcome them.

1 Motivation and Context

While digital music databases contain several millions of audio pieces nowadays,
indexing of these collections is in general still accomplished using a limited set of
traditional meta-data descriptors like artist name, track name, album, or year. In
most cases, also some sort of classification into coarse genres or different styles is
available. Since this may not be sufficient for intuitive retrieval, several innovative
(content-based) approaches to access music collections have been presented in
the past years. However, the majority of these retrieval systems is based on query-
by-example methods, i.e. the user must enter a query in a musical representation
which is uncommon to most users and thus lacks acceptance. To address this
issue, recently, different approaches to music search engines that can be accessed
via textual queries have been proposed [4,5,6,9].

In [6], we presented an approach that exploits contextual information related
to the music pieces in a collection. To this end, tf × idf features are extracted
from Web pages associated with the pieces and their corresponding artist. Fur-
thermore, to represent audio pieces with no (or only little) Web information
associated, also audio similarity is incorporated. This technique enables the user
to issue queries like “rock with great riffs” to express the intention to find pieces
that contain energetic guitar phrases instead of just finding tracks that have been
labeled as rock by some authority. The general intention of the system presented
in [6] is to allow for virtually any possible query and return the most appropri-
ate pieces according to their “Web context” (comparable to e.g. Google’s image
search function).
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In this paper, we present an alternative method to obtain a relevance ranking
of music pieces wrt. a given query. Instead of constructing vector space represen-
tations for each music piece, we apply a traditional document indexing approach
to the set of retrieved music-related Web pages and introduce a simple ranking
function which improves the overall retrieval performance substantially.

2 Technical Background

Prior to presenting the modified retrieval approach, we briefly review the vector
space-based method described in [6]. The first data acquisition step is identical
for both approaches.

2.1 Vector Space Model Approach (VSM)

To obtain as much track specific information as possible while preserving a high
number of Web pages, for each track in the collection, three queries are issued
to Google (at most 100 of the top-ranked Web pages are retrieved per query and
joined into a single set):

1. “artist” music
2. “artist” “album” music review
3. “artist” “title” music review -lyrics

After HTML tag and stop word removal, for each piece, all associated documents
are treated as one large document and a weighted term vector representation is
calculated using a modification of the tf × idf function.

In addition to the context-based features, information on the (timbral) content
of the music is derived by calculating a Single Gaussian MFCC (Mel Frequency
Cepstral Coefficients) distribution model for each track. Acoustic similarity be-
tween two pieces can be assessed by computing the Kullback-Leibler divergence
on their models [8]. Based on the audio similarity information, feature space
pruning is performed by applying a modified χ2 test that simulates a 2-class
discrimination task between the most similar sounding and the most dissimilar
sounding tracks for each piece. For the evaluation collection used in [6], this step
reduces the feature space from about 78,000 dimensions to about 4,700. Beside
feature space reduction, the audio similarity measure can also be used to em-
phasize terms that occur frequently among similar sounding pieces, and – most
important – to describe music pieces with no (or few) associated information
present on the Web. These two tasks are achieved by performing a Gaussian
weighting over the 10 acoustically nearest neighbors’ term vectors.

After obtaining a term weight vector for each track in the music collection,
natural language queries to the system are processed by adding the constraint
music to the query and sending it to Google. From the 10 top-ranked Web pages,
a query vector is constructed in the feature space. This query vector can then be
compared to the music pieces in the collection by calculating cosine distances.
Based on the distances, a relevance ranking is obtained.
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2.2 Rank-Based Relevance Scoring (RRS)

In contrast to the VSM method that relies on the availability of Google to process
queries, we propose to directly utilize the Web content that has been retrieved
in the data acquisition step. To this end, we create an off-line index of all pages
using the open source package Lucene [1]. The usage of an off-line index allows
to apply an alternative relevance ranking method since all indexed documents
are at least relevant to one of the music pieces in the archive. Thus, we can take
advantage of this information by exploiting these relations. More precisely, when
querying the Lucene off-line index, a relevance ranking of the indexed documents
according to the query is returned. Since we know for which music pieces these
documents have been retrieved (and are thus relevant), we can simply create
a set of music pieces relevant to the query by gathering all music pieces that
are associated with at least one of the returned documents. Moreover, we can
exploit the ranking information of the returned documents to introduce a very
simple (but effective) relevance scoring function. Hence, for a given query q, we
calculate the rank-based relevance scoring (RRS) for each music piece m as

RRS(m, q) =
∑

p∈Dm∩Dq

1 + |Dq| − rank(p, Dq), (1)

where Dm is the set of text documents associated with music piece m, Dq the set
of relevant text documents with respect to query q, and rank(p, Dq) a function
that returns the rank of document p in the (ordered) set Dq (highest relevance
corresponds to rank 1, lowest to rank |Dq|). Finally, the relevance ranking is
obtained by sorting the music pieces according to their RRS value.

3 Evaluation and Discussion

To examine the impact of RRS on the retrieval quality, we have conducted vari-
ous experiments on the same test collection as used in [6] for reasons of compa-
rability. This collection consists of 12,601 unique tracks by 1,200 artists labeled
with 227 different tags from Audioscrobbler/Last.fm [2,3]. To measure retrieval
performance, each of the 227 tags serves as query – music pieces are considered
relevant iff they have been labeled with the corresponding tag. Examples for tags
(and thus queries) are hard rock, disco, soul, melancholy, or nice elevator music.
More details on the properties of the test collection can be found in [6].

Figure 1 depicts the precision at 11 standard recall values curves for RRS,
the best scoring VSM approach from [6], and the baseline (giving indication
of the “hardness” of the evaluation collection). At the (theoretical) 0.0 recall
level, precision is at 0.75, which is 0.13 above the VSM approach. At the 0.1
recall level, the difference is even more evident: while the term vector approach
yields around 0.37 in precision, RRS reaches a precision value of 0.66. Similar
observations can be made for other IR measures, cf. Table 1. As can be seen, for
the VSM approach, on average, five out of the first ten pieces are relevant, using
the RRS ranking, seven out of ten pieces are relevant in average.
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Fig. 1. Comparison of precision at 11 standard recall levels (avg. over all queries)

Table 1. Selected single value summaries averaged over all queries (values in percent)

Ranking method VSM RRS

Average precision at seen relevant documents 25.29 45.70
R-Precision 26.41 42.30
Precision after 10 documents 49.56 71.59
Precision 13.47 15.73
Recall 100.00 87.81

A major difference to the ranking functions based on term vector comparison
is that the returned set of music pieces is in most cases only a subset of the
whole collection. While term vector approaches always result in an ordering of
the complete collection, using RRS returns only pieces that are assumed to be
relevant somehow (by ignoring pieces with RRS scores of zero). For the user, it
can be valuable information to know the total number of relevant pieces in the
collection during examination of results. Furthermore, using the RRS scheme, it
is not necessary to construct term vector representations for music pieces, which
makes extraction of features as well as feature space pruning obsolete.

4 Conclusions and Future Work

We presented an alternative ranking approach for a natural language music
search engine. By creating an off-line Web page index to process arbitrary
queries and incorporating a simple ranking method, we were able to improve
retrieval quality considerably. A possible explanation for the outcome that a
rank-counting method outperforms an ordinary vector space model approach
is that important and diverse information contained on the Web pages may
be improperly represented by a single term vector created from a merging of
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documents from different sources. In any case, the reasons for this finding have
to be investigated more thoroughly in future work.

A current drawback of the proposed retrieval approach is the fact that it
is not applicable to music pieces for which no associated information could be
discovered via Web retrieval. As in [6], a possible solution could be to incorporate
the audio similarity information, e.g., to associate Web pages related to a music
piece also to similar sounding pieces. Furthermore, currently, possible queries to
the system are limited by the vocabulary present on the retrieved pages. Future
extensions could comprise a method that – again – sends a request to Google
for queries containing unknown terms and, for example, finds those pages in the
off-line index that are most similar to the top results from Google. From those
pages, an RRS-based ranking could be obtained.

As for future work, we will also elaborate methods to incorporate relevance
feedback into this new ranking mechanism, like it has already been successfully
accomplished for the approach relying on term vector representations [7]. One
possibility could be to propagate the feedback information back to the associated
documents and perform relevance feedback on the document level. This could
also allow for techniques like automatic query expansion. Finally, it is our goal
to use a modified focused crawler that is specialized in indexing music related
Web pages. Having a search index on our own would improve the applicability
of the system and break the dependency on external Web search engines.
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Abstract. Business users in an enterprise need to keep track of relevant
information available on the Web for strategic decisions like mergers and
acquisitions. Traditionally this is done by the user performing standing
queries or alert mechanisms based on topics. A much richer tracking can
be done by providing a way for users to initiate and share topics in a
single place. In this paper we present an alternative model and prototype
for tracking topics of interest based on a continuous user collaboration.

1 Introduction

In today’s enterprises users need to keep track of relevant content in internal
and external sources for strategic reasons. These reasons are usually business
decisions about acquiring companies, making sense of new technologies, and
exploration of partnerships just to name a few. This means that users must take
advantage of the wealth of available information on the Web to track content
that is business relevant on a daily basis.

Foraging, scanning, and keeping track of vast amounts of information from a
variety of sources is a very time consuming task, so there is clearly a need for
automation. There are some tools that can help a single user with some tasks, like
Google alerts [1], which are email updates of relevant Google content based on
queries or topics. The user has to define certain keywords like in standing queries
and gets a summary of the results via email. A more collaborative approach is
to use a typical mailing list where people who have the same interest can post
and respond accordingly. This is powerful as long as there is enough activity on
the list. Wikis have also appeared as an alternative platform for collaboration.
So far, all these solutions require active participation from users.

We propose an alternative approach where the user seeds the topics of interests
and the system, in a very proactive manner, finds relevant content that is shared
within the user’s enterprise community. Furthermore, this tracking is an ongoing
activity until the user decides that the topic is no longer of interest. Detecting
new topics of interest among the vast amount of new information from different
� Part of this work was performed while the authors were affiliated with SAP Research,
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sources like news, blogs, etc. that is published daily is a non-trivial task. This
is also true for finding interesting themes that are related to topics already
popular with an individual or a group of people. Leveraging the collaboration
among peers in an enterprise and the increased agility of the group’s knowledge
that results from the shared interest, is at the center of our approach.

Related Work
The informal network of collaborators and colleagues is one of the most ef-
fective channels for dissemination of information and expertise within an or-
ganization [4]. In order to extract the most relevant information, concepts of
collaborative filtering can be applied to the communication among the members
of these networks. Methods like Amazon.com’s recommendation engine [5] pro-
duce high quality results. However, they only consider content within the same
domain as the seeds, i.e., if we applied collaborative filtering on blog posts, the
output would only contain related blog posts, not any other kind of articles like
news articles in addition to that. The input for traditional topic detection and
tracking approaches [2] is a set of keywords. Usually, these keywords are not
generated dynamically based on the automated analysis of seed emails, as we do
in our method. Recently, the social aspect is having a huge impact in the way
people perform information discovery [6] on the Web. Finally, part of this work
is based on a sensemaking-based application for technology trends [3].

2 Collaborative Topic Tracking

Our approach aims at getting additional input for accurate topic tracking by
utilizing the ongoing discussion about topics of interest within a company. We
assume that a group of users has similar interests and goals and thus all members
are eventually interested in the same trends. We consider a trend as a general
direction expressed in news and blogs that are available on the Web.

In the following sections, we describe how we tap into a discussion to seed the
topic tracker, and how we augment the ongoing discussion with results found by
the topic tracking system.

2.1 Blok

A pivotal element in our topic tracking system is the “blok”, a cross between a
blog and a talk/chat client. A blok is similar to a long log session that contains
all conversations. The seeds of the blok are individual messages, each consisting
of a title or subject, the actual message, a user name to identify the author of
the seed, and the time when the seed was created. The idea behind the blok is
to enable discussion about enterprise related topics between users with similar
interests and augment their discussion with automatic tropic tracking. The blok
allows users to see all entries and their associated topics over time. This concept
in combination with the variety of filtering options we offer makes it easy to keep
track of discussions on specific topics as well as the development of “hot topics”
over time.



634 C. Franke and O. Alonso

Users post findings and possibly URLs containing news articles they think
are interesting to the blok. Others that read about it can comment on these
initial posts and contribute their own facts, links, and findings. To further guide
and help the user to explore existing blok posts, we automatically detect the
sentiment of each blok post to give the user an indication about whether the
contribution is positive, neutral, or negative.

Users can interact with the blok by sending an email. This interface also makes
it easy to post to the blok as a byproduct of a discussion on a mailing list or
newsgroup. Additionally, we replicate the content that users generate in their
enterprise internal blogs in our blok. Users can also seed the system directly by
entering a message in the user interface.

2.2 Seeding the Topic Tracker

Given a seed message, we automatically find articles from news and blogs that are
related to the message. As new seeds arrive, they undergo a processing pipeline
as follows. We use named entity extraction on the blok posts to find names of
people and organizations, as these entities represent the seed’s content best. Dis-
covered named entities are added to the set of tracked keywords for use in finding
related articles. Additionally, we use heuristics on the seed’s URLs to determine
if they contain worthwhile topic to track, e.g., http://www.powerset.com. For
the example of http://www.powerset.com, “powerset” would be extracted as
an additional keyword for seeding the topic tracker.

We augment the content of a blok entry by performing sentiment detection.
We do this by first applying a subjectivity analysis to detect neutral blok posts.
Then, for all posts that are found to be subjective, we apply a sentiment detector
to determine if it is positive or negative. As a last step, we remove all stop words
from the seed message and analyze the term frequencies within the message.

2.3 Feedback Loop

After a user posted to the blok, he can explore the additional articles our system
found based on his contribution. Ideally, the automatically discovered content
contains new and valuable information for the user and he is likely to report his
new insights back to the blok or write about them on his private blog. In either
case our system picks up his response and includes it in its knowledge base where
all other users can pick it up.

3 Prototype Implementation

The main parts of the prototype are the email parser with named entity extrac-
tor, URL parser, and sentiment detector, the topic tracker, and the user interface
for interaction. Figure 1 shows the processing pipeline. A user’s seed message
that is input via email or blog post triggers the email parser, which generates
a set of topics as input for the automated tracker. Periodically, the topic track-
ing system is invoked. From a user given set of sources it retrieves articles that
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Fig. 1. Text processing pipeline

Fig. 2. Collaborative tracking user interface: blok entries and tracked topics

contain at least one of the tracked topics and stores it into a database for later
exploration by the user.

The actual email parser is a Perl script that extracts the content of the email
and stores it in a database. The script also recognizes and parses all URLs
contained in the email. After storing the relevant content, the Perl script calls a
Java program that conducts a more elaborate analysis. First, we apply heuristics
to all URLs in the email to extract new topics from the domain name. Then,
we use an open source named entity extractor to get seeds for the topic tracker.
The last step in processing each incoming email is sentiment detection. We use
a combination of subjectivity analysis and sentiment detection to distinguish
between positive, neutral, and negative sentiment in the email.

There is a task scheduler that starts the topic tracking to find new articles.
In this step, we extract all articles from a set of news sources and blogs and
match them with the set of tracked topics. We then store all relevant articles in
the database. In addition, we grab all new posts in enterprise internal blogs and
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include them in our blok. We then apply named entity extraction and sentiment
detection on these blok posts just like we do for incoming emails. Once a week,
the topic tracking includes an additional step to collect some statistics about the
tracked topics. For example, we look up the number of tags listed on the Web
site del.icio.us as well as the number of blog posts about this topic indexed
on technorati.com. These numbers give some additional indication about the
popularity of a specific topic over time.

Figure 2 shows part of the topic tracking user interface. The current view
shows a couple of recent blok posts and an overview over the tracked topics.
The automatically generated sparkline next to every topic shows its popularity
within the last two weeks, as it summarizes the overall number of news and blog
articles found each day.

4 Conclusions and Future Work

We have presented an approach for tracking topics of interest in a collaborative
fashion. The proposed technique differs from current standing queries solutions
by adding the community factor and by providing a feedback loop to the track-
ing status. An initial prototype that includes some of the ideas presented was
developed in an enterprise environment. At time of writing, the system has been
in use with a handful of users, who are tracking business information. The initial
feedback on using the blok as input has been very positive. This encourages us to
continue working on other aspects that were left out due to time constraints. Fu-
ture work includes evaluation of the accuracy of the information over significant
periods of time.
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Abstract. Collaborative Information Retrieval (CIR) is a new technique for 
resolving the current problem of information retrieval systems. A CIR system 
registers the previous user interactions to response to the subsequent user 
queries more efficiently. But, the goals and the characteristics of two users may 
be different; so when they send the same query to a CIR system, they may be 
interested in two different lists of documents. To resolve this problem, we have 
developed a personalized CIR system, called PERCIRS, which is based on the 
similarity between two user profiles. In this paper, we propose a new method 
for User Profile Similarity Calculation UPSC. Finally, we introduce a 
mechanism for evaluating UPSC methods.  

Keywords: User profile, CIR, profile similarity, dynamic community creation. 

1   Introduction 

CIR is an approach which learns to improve retrieval effectiveness from the 
interaction of different users with the retrieval system [2]. In other words, 
collaborative search records the fact that a result d has been selected for query q, and 
then reuses this information for future similar queries, by promoting results reliably 
selected during previous sessions. However, the goals and the characteristics of two 
users may be different, so when they send the same query to a CIR system, they may 
be interested in two different lists of documents (known as personalization problem). 
Personalization is a common problem encountered by the CIR researchers. For 
instance, Armin, who has presented three important approaches toward a CIR system 
in [1], confessed that:  

“We are aware of the problems of personalization and context, but in 
our first steps towards techniques we avoid further complexity of CIR by 
ignoring these challenges”.  

Smyth B. et al [6] tried to alleviate the personalization problem by implementing a 
significant collaborative web search technique as a robust and scalable Meta search 
engine architecture in the form of I-SPY search engine (http://ispy.ucd.ie). They 
defined collaborative web search as exploiting repetition and regularity within the 
query-space of a community of like-minded individuals in order to improve the 
quality of search results. However they stated that: “the precise nature of a 
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community’s shared interests may not be so easy to characterize”. Because of this 
difficulty I-SPY can't automatically associate a user to a suitable community. So I-
SPY explicitly asks the users to recognize their community among a set of predefined 
communities at the time of inscription. This approach has several restrictions as: 

1. These predefined communities are not exclusive. Thus user often can’t find an 
appropriate community. In I-SPY the user can create his own community, but he 
will be the first member of his community and he can not profit of CIR advantages.  

2. Finding an appropriate community is not an easy task for a user especially when 
the number of communities rapidly increases (another search problem!). 

3. User’s interest is dynamic and changes over the time while assigning a user to a 
predefined community is static (personalization problem again!). 

4. The communities are either very general or specific to be helpful in CIR process. 

We have developed a PERsonalized Collaborative Information Retrieval System 
(called PERCIRS) which is able to resolve these problems in a CIR system by 
dynamically creating user communities [3]. In PERCIRS, creation of user 
communities is based on the similarity of user profiles. So proposing an efficient 
method to calculate the similarity between two user profiles is a key factor of 
PERCIRS’s efficiency.  

The structure of the used profile in PERCIRS is presented in the section 2. In the 
section 3 we propose a new graph-based method for User Profile Similarity 
Calculation (UPSC). We introduce a mechanism for evaluating UPSC methods in 
section 4. We will finish our paper with a conclusion and future perspectives. 

2   User Profile in PERCIRS 

In PERCIRS, a user profile P(X) is presented as a set of pairs (q, Dq):  

)}D,(q),...,D,(q),D,{(qP(X) qNNq22q11=  

where qi is the ith query of profile and Dqi is a set of documents the user has marked as 
relevant to qi. Thus our ultimate goal of User Profile Similarity Calculation (UPSC) 
between users X and Y is to calculate the similarity between two following sets:  
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3   Graph-Based User Profile Similarity Calculation 

In [4] we have proposed three different methods to calculate the similarity between 
two user profiles: equality-based, full-similarity based, and cut-similarity based. In 
this paper we propose a new graph-based UPSC which has not the weakness of three 
previous UPSC methods. This approach is based on the Maximum Weighted 
Bipartite Matching [5]. So, before proposing our new UPSC method, we briefly 
explain the maximum weighted bipartite matching problem. 
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3.1   Maximum Weighted Bipartite Matching  

The bipartite matching problem is a classical subject of study in graph algorithms, and 
has been investigated for several decades. A matching M in a bipartite graph 
G=(V=(X,Y),E) is a set of pair-wise non-adjacent edges; that is, no two edges share a 
common vertex. We say that a vertex is matched if it is adjacent to an edge in the 
matching. Otherwise the vertex is unmatched. A maximum bipartite matching is a 
matching that contains the largest possible number of edges. 

In a weighted bipartite graph, each edge has an associated value. Given a weighted 
bipartite graph G = (V=(X,Y),E), a maximum weighted bipartite matching is 
defined as a perfect matching where the sum of the values of the edges in the 
matching has a maximal value. A perfect matching is a matching which covers all 
vertices of the graph. That is, every vertex of the graph is adjacent to exactly one edge 
of the matching. If the graph is not a complete bipartite, missing edges are inserted 
with value zero. For bipartite graphs, we can even assume, if this is needed in some 
argument, that the two subsets have the same cardinality: we can always add nodes to 
the smaller subset with only zero-capacity edges to the other subset. The well known 
and remarkable Hungarian algorithm [5, 7] finds the maximum weighted bipartite 
matching in O(|V|2|E|).  

3.2   Maximum Weighted Bipartite Matching and UPSC 

In our new UPSC method, we use the maximum weighted bipartite matching to find 
the similarity between two user profiles. This approach tries to find a matching 
between the elements of one profile and the elements of the other profile. In the first 
step of this approach, we construct a complete weighted bipartite graph 
G=(V=(P(X),P(Y)), E) where the elements of profile P(X) create one part of the graph 
G and the elements of profile P(Y) create the other part of this graph. Each vertex e 
from P(X) will be connected to each vertex é from P(Y) by the edge (e,é). The weight 
of edge (e,é) is equal to the similarity between its two adjacent elements e and é: 
w(e,é)=SE(e,é). 

In the second step, we apply the Hungarian algorithm on the created weighted 
bipartite graph to calculate the maximum weighted matching between two user 
profiles P(X) and P(Y). We believe that the weight of maximum matching is a good 
estimation for the similarity between two user profiles P(X) and P(Y) because: 

• On one hand, each element of one profile will be matched to exactly one 
element of the other profile, unlike similarity-based method [4] which 
matches each element to every elements of the other profile.  

• And, on the other side, two non equal but similar elements can be matched, 
unlike to equality-based method [4] which only matches equal elements.  

So this new graph-based UPSC method has the advantages of both equality- and 
similarity- based methods but not the problems. We believe that this graph-based 
method can be the most efficient one to calculate the similarity between two user 
profiles. In the next section, we propose a mechanism to evaluate the efficiency of our 
proposed UPSC methods in this paper and in [4]. 
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4   Proposed Mechanism to Evaluate UPSC Methods 

In this section we propose a user-centric approach to evaluate the efficiency of 
proposed methods in the previous sections. Because of limitation of the space we can't 
present our results in this paper. 

First we define N different topics. Then we associate each topic to a group of users 
and we ask each group to consider the associated topic as the needed information. 
Users of each group execute some queries related to their associated topics, and then 
they mark the collected relevant documents. The queries and documents which have 
been marked as relevant to them will be stored in the user profiles. Our approach to 
evaluate UPSC methods: 

1- Let’s f1, f2,…, fR be R methods. 
2- We define S different topics t1, t2,…,tS.. 
3- We divide the volunteers into S groups: g1, g2,…, gS. 
4- We associate each topic ti to a group of volunteers (gi). 
5- We calculate the value of )(Fk ig  for each method fk and for each group 

gi. )(Fk ig represents the average similarity between the user profiles in the 

group gi calculated by the method fk: 
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where fk(um,un) is the calculated similarity between users um and un by the 
method fk, and |gi| is the number of users in ith group.  

6- For each method fk and each group gi, we calculate the average similarity 
between the users of groups gi and the users of the other groups g1, g2,… gi-1, 
gi+1, …, gS, by the following formula: 
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where U is the set of all volunteers. 
7- Given the formulas 4 and 5, we calculate the following ratio for the method fk 

as: 
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8- We calculate the average ratio (AR) for the R methods: 

∑
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9- The method with the nearest ratio to the average ratio is considered as the 
optimal method: 

)()(: ikk fratiorationfratiorationioptimalisf −≤−∀⇔  

Because of limited place in this paper we can't explain this mechanism to evaluate the 
UPSC methods. 
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5   Conclusion 

In this paper we proposed a new graph-based UPSC method to be integrated in our 
CIR system PERCIRS [3]. Then we have proposed an evaluation methodology to 
evaluate the user profile similarity calculation methods. 
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Abstract. TREC-like evaluations do not consider topic ease and diffi-
culty. However, it seems reasonable to reward good effectiveness on diffi-
cult topics more than good effectiveness on easy topics, and to penalize
bad effectiveness on easy topics more than bad effectiveness on difficult
topics. This paper shows how this approach leads to evaluation results
that could be more reasonable, and that are different to some extent. I
provide a general analysis of this issue, propose a novel framework, and
experimentally validate a part of it.

Keywords: Evaluation, TREC, topic ease and difficulty.

1 Introduction

As lecturers, when we try to assess a student’s performance during an exam, we
distinguish between easy and difficult questions. When we ask easy questions
to our students we expect correct answers; therefore, we give a rather mild
positive evaluation if the answer to an easy question is correct, and we give a
rather strong negative evaluation if the answer is wrong. Conversely, when we
ask difficult questions, we are quite keen to presume a wrong answer; therefore,
we give a rather mild negative evaluation if the answer to a difficult question is
wrong, and we give a rather strong positive evaluation if the answer is correct.

The difficulty amount of a question can be determined a priori (on the basis
of lecturer’s knowledge of what and how has been taught to the students) or a
posteriori (e.g., by averaging, in a written exam, the answer evaluations of all
the students to the same question). Probably, a mixed approach (both a priori
and a posteriori) is the most common choice.

During oral examinations, when we have an idea of student’s preparation (e.g.,
because of a previous written exam, or a term project, or after having asked the
first questions), we even do something more: we ask difficult questions to good
students, and we ask easy questions to bad students. This sounds quite obvious
too: what’s the point in asking easy questions to good students? They will almost

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 642–646, 2008.
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certainly answer correctly, as expected, without providing much information
about their preparation. And what’s the point in asking difficult questions to
bad students? They will almost certainly answer wrongly, without providing
much information — and incidentally increase examiner’s stress level.

Therefore we can state the following principles, as “procedures” to be followed
during student’s assessment:

Easy and Difficult Principle. Weight more (less) both (i) errors on easy (dif-
ficult) questions and (ii) correct answers on difficult (easy) questions.

Good and Bad Principle. On the basis of an estimate of student’s prepara-
tion, ask (i) difficult questions to good students and (ii) easy questions to
bad students.

I am not aware of any lecturer/teacher/examiner which would not agree with
the two principles, and which would not behave accordingly, once enlightened
by them.

In Information Retrieval (IR) evaluation we are not enlightened, and we do not
behave like that, at least so far. In TREC-like evaluation exercises [4], all topics
are equal and concur equally to determine IR system effectiveness. If a topic is
“easy” (e.g., systems are highly effective on it), and an IR system performs well
on that topic, the system gets a boost in its overall effectiveness which is equal
to the boost it would get when performing well on a more “difficult” topic. Vice
versa, if a topic is “difficult”, and an IR system performs poorly on that topic,
the system gets a penalty in its overall effectiveness which is equal to the penalty
it would get when performing poorly on a more “easy” topic.

The only related approach is to select the difficult topics (a posteriori, on the
basis of average systems effectiveness) and to include them in the Robust Track
[3]. However, this is of course quite different from the two above stated principles:
it would correspond to ask difficult questions only, and anyway all the difficult
topics are equally difficult. Also, the effectiveness metric used in the Robust
Track (i.e., the GMAP, Geometric Mean Average Precision [2]) gives more weigh
to changes in the low end of the effectiveness scale, i.e., to difficult topics, but
this is again limited when compared to the two above stated principles.

Furthermore, in IR evaluation we do not take into account ease and difficulty
neither at the document level: given a topic, if the relevance estimation of a
document by an IR system is “easy” (i.e., it is easy to determine if the document
is relevant or nonrelevant — or partially relevant or whatever — to the topic)
and an IR system performs well on that document, the system gets a boost in
its overall effectiveness which is equal to the boost it would get when performing
well on a more “difficult” document. And vice versa. Even worse, when a system
is performing well (poorly), it is asked to continue to answer easy (difficult)
topics and to rank easy (difficult) documents, which it will likely do with good
(bad) performance.

This paper is a first attempt to address these issues. I just concentrate on the
first principle at the topic level; the other issues are left for future work.
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Table 1. Good, Bad, Difficult, Easy

Effectiveness (AP)
Bad Good

Difficulty
Difficult – ++
Easy – – +

2 Ease and Difficulty

A first binary view is represented in Table 1: a good effectiveness on a difficult
topic should increase system effectiveness a lot (++); a good effectiveness on
an easy topic should increase system effectiveness by a small amount, if any (+);
a bad effectiveness on an easy topic should decrease system effectiveness a lot
(– –); a bad effectiveness on a difficult topic should decrease system effectiveness
by a small amount, if any (–).

Effectiveness can be defined, as usual in TREC, by means of AP (Average
Precision, the standard effectiveness measure used in TREC): a high AP of a
system on a topic means that the system is effective on the topic, although this
neglects the ease/difficulty dimension. In a TREC-like setting, difficulty can be
defined in a natural way a posteriori, as 1−AAP, where AAP (Average Average
Precision [1]) is the average of AP values across all systems for a single topic.
Hence, the difficult topics are those with a low AAP, i.e., the topics with a low
average effectiveness of the systems participating in TREC. Of course this is just
one among all the possible alternatives, since topic difficulty could be defined,
e.g., by considering the minimum effectiveness in place of the average, or the
maximum effectiveness, or by considering the best systems only, etc.

Therefore, a high AP (Average Precision, the standard effectiveness measure
used in TREC) of a system on a topic could mean not only good system (high
effectiveness) but also easy topic (low difficulty); conversely, low AP means bad
system (low effectiveness) and/or difficulty (high difficulty).

There are several (actually, infinite) ways to turn the binary view into a
continuous one. In this paper I stick with a possible choice, i.e., the function
shown in Figure 1 and defined as

NAP(e, d) = [(1 − d) · ME + d · (1 − mD)] · eK1−2d

+ d · mD.

This is a function from [0, 1]2 into [0, 1], the two variables being system effec-
tiveness e and topic difficulty d (measured, respectively, as AP and 1 − AAP).
The result is NAP, a “normalized” version of AP values, that takes into account
topic difficulty: NAP(e, d) has higher values for higher e, and it has higher val-
ues, and increases more quickly, for higher d (right hand side of the figure). ME

is the maximum NAP value that can be obtained on an easy (d = 0, AAP = 1)
topic. mD is the minimum NAP value that can be obtained on a difficult (d = 1)
topic. The model could include other 2 parameters mE and MD with obvious
meanings, but it is natural to set mE = 0 and MD = 1. Also, in the figure and
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Fig. 1. The normalization function

in the following experiments, ME = mD = 1
2 . K ≥ 1 allows different curvatures

(in figure, K = 4; in the following, K = 100; higher K values lead to stronger
normalizations, but for lack of space the role of K is not discussed here).

The proposed function is just one among infinite possible choices: Table 1
just sets some constraints on the four corners of Figure 1 (d and e ∈ {0, 1}); the
chosen parameters values mD, mE , ME, and MD, satisfy these constraints, but
of course their values could be different; and the interpolation of the four corners
could be done in infinite ways. The study of variants is left as future work.

3 Experiments and Results

Averaging across topics the NAP values obtained as above described, we obtain
a new measure of retrieval effectiveness, that I name NMAP, for Normalized
MAP (Mean Average Precision). We can then compare retrieval effectiveness
as measured by MAP and NMAP. I use data from TREC 8 (129 systems, 50
topics).

Figure 2 shows the differences in ranking of the 129 systems participating
in TREC when their effectiveness is measured by MAP and NMAP. It is clear
from the scatterplot that the two rankings are quite different, although related
(Kendall’s tau correlation is 0.87, linear correlation is 0.92). This means that by
using NMAP instead of MAP one would get different rankings of the systems
participating in TREC. In other words, what is generally considered an improved
version of a system (a version with a higher MAP) would often turn out to be
not an improvement at all when using NMAP, which is based on the reasonable
assumptions sketched in Section 1. As the figure shows, MAP and NMAP do
quite agree on the best systems, those in the first 20 positions or so, with very few
exception (see the left hand side of the figure). However, the agreement decreases
after the 20th system, with strong disagreement for a dozen of systems (the dots
that stand out).
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Fig. 2. Differences in systems rankings

4 Conclusions and Future Work

These preliminary experiments do indeed hint that if we followed the first prin-
ciple stated in Section 1, TREC results could be somewhat different (in terms of
both system ranking and absolute effectiveness values): we might be evaluating
TREC systems in a wrong way.

This paper can be seen as a research agenda, since further work is needed to
confirm these results, on several aspects. The normalization function could be
improved (e.g., it could be rewritten with a GMAP [2] flavor, exploiting loga-
rithms). It will be interesting to see what happens when the second principle is
considered as well, since this might lead to reduce the number of topics used in
TREC-like evaluations, and when the same analysis is extended to the document
level. From a different point of view, NMAP is a new metric for retrieval effec-
tiveness; it will be interesting to study its relationships with other metrics (like
GMAP, which seems to be a special case of NMAP), its general properties (e.g.,
stability), and its relationship with user satisfaction (by means of user studies).
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Centre G2I/Département RIM
Ecole Nationale Supérieure des Mines de Saint Etienne

158 Cours Fauriel, 42023 Saint Etienne, France
{van,mbeig}@emse.fr

Abstract. In this paper we present our work about personalized search
in digital libraries. The search results could be reranked while taking into
account specific information needs of different people. We study many
methods for this purpose: citation-based method, content-based method
and hybrid method. We conducted experiments to compare performances
of these methods. Experimental results show that our approaches are
promising and applicable in digital libraries.

1 Introduction and Related Work

Search in digital libraries is usually a boring task. Users have to repeat the te-
dious process of searching, browsing, and refining queries until they find relevant
documents. This is because different users have different information needs, but
users queries are often short and, hence, ambiguous. For example, the same query
“java” could be issued by a person who is interested in geography information
about Java island or by another person who is interested in Java programming
language. Even with a longer query like “java programming language”, we still
do not know which kind of document this user want to find. If she/he is a pro-
grammer, perhaps she/he is interested in technical documents about the Java
language; however, if she/he is a teacher, perhaps she/he wants to find tutorials
about Java programming for her/his course. This problem could be avoided if
the system can learn some information about the interests and the preferences of
users and use this information to improve their search results. This information
is gathered in user profile.

The work of Amato et al. [1] presents a user profile model that can be applied
to digital libraries. In this model, information about a user is classified in five
data categories: i) the personal data category ii) the gathering data category iii)
the delivering data category iv) the actions data category v) the security data
category.

In [2], the authors propose some approaches for re-ranking the search results
in a Digital Library that contains digitized books. They consider two kinds
of search: search for books by querying on the metadata of books (Metadata
Search) and search for informations in the pages of book by querying using
keywords (Content Search). They use two different profiles corresponding to
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these two kinds of search. Metadata search results and content search results are
re-ranked using these profiles.

The CiteSeer digital library [3] that contains scientific papers uses a heteroge-
nous profile to represent the user interests. If there is a new available paper,
CiteSeer will try to decide if this paper would be interesting to the user (i.e.
information filtering) using user profile. If so, then the user can be alerted about
this paper.

2 Approaches for Personalized Search in Digital Libraries

Our work focus on personalized search in digital libraries of scientific papers. Like
in the CiteSeer system [3], the user profile is represented by a set of paper that are
interesting to the user. Each time the user issues a query, the first n documents1

will be re-ranked using the original score computed by the search engine and the
similarity between the document and the user profile. The similarity between a
document and a profile is the sum of the similarity between this document and
each document in the user profile:

similarity(d, p) =
∑

d′∈p

similarity(d′, d) (1)

The document-profile similarity is computed using two methods: a content-
based method and a citation-based method. We use the zettair2 search engine
to compute the content-based similarity (under the vector-space model). The
citation-based similarity is based on the principle of the co-citation method
[4]. In this method, the relatedness between two papers is based on their co-
citation frequency. The co-citation frequency is the frequency that two papers
are co-cited. Two papers are said to be co-cited if they appear together in the
bibliography section of a third paper. However if we want to know this citation
information, we have to extract the citation graph from the actual library or to
get this information from a citation database3. Both methods are usually lim-
ited; i.e. we can only know citing papers of a paper A if the citing papers exist
within the same digital library or citation database with the paper A. Many
works [5,6] showed that if the size of a digital library or citation database is not
big enough, then the performance of this method will be limited. That is why
we propose to use the Web as a citation database to find the similarity between
scientific papers. Our method is called Web co-citation method.

In our Web co-citation method, we compute the co-citation similarity of two
scientific papers by the frequency that they are “co-cited” on the Web. The
notion of “co-citation” used here is a “relaxation” in comparison with the tra-
ditional definition. If the Web document that mentions two scientific papers is
another scientific paper then these two papers are normally co-cited. However,

1 In our experiments n = 300.
2 http://seg.rmit.edu.au/zettair/
3 A citation database is a system that can provide bibliographic information of papers.

http://seg.rmit.edu.au/zettair/
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if this is a table of content of a conference proceeding, we could also say that
these two papers are co-cited and have a relation because a conference normally
has a common general theme. If these two papers appear in the same conference,
they may have the same general theme. Similarly, if two papers are in the reading
list for a course, they may focus on the same topic of this course. In summary, if
two papers appear in the same Web document, we can assume that they have a
(strong or weak) relation. The search engine used in our experiment is the Google
search engine. To find the number of time that a paper is “cited” by Google we
need only to send the title of this paper (as phrase search using quotation marks)
to Google and note the number of hits returned. Similarly, to find the number
of times that two papers are ”co-cited”, we send the titles of these two papers
(as phrase search and in the same query) to Google and note the number of
hits returned. In our experiments, we use a script to automatically query Google
instead of manually using a Web browser. The similarity between two papers is
computed by the following formula:

cocitation similarity(d′, d) = ln

(
cocitation(d ′, d)2

citation(d′) + citation(d)

)

(2)

In Eq. 2, cocitation(d′, d) is the number of times that these two papers are
co-cited, citation(d′) and citation(d) are respectively the citation frequency
that papers d′ and d received. Note that in the Web co-citation method, the
document-profile similarity (cf. formule 1) has a negative value, we convert it
into a positive value by this formula:

similarity′(d, p) =
1

|similarit(d, p)| (3)

The final score that is used for re-ranking is a combination between the follow-
ing scores: i) the original score computed by the search engine ii) the document-
profile similarity computed by the Web co-citation method iii) the document-
profile similarity computed by the content-based method. The combination for-
mulas are the two following formulas:

– Linear formula:
final score =

∑

i

αi × scorei (4)

– Product formula:
final score =

∏

i

scorei (5)

In the formula 4,αi are positive coefficients that satisfy the condition
∑

i αi = 1.
We tried many different combinations to find the best coefficients. The scores are
normalized (divided by the correspondent maximal value) to have the values in
the range from 0 to 1. We conducted experiments to evaluate the performance of
different combination methods. The experiments are presented in the following
section.
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3 Experiments and Results

The search engine that we use is the zettair search engine, the default model
used in zettair is the Dirichlet-smoothing model. The test collection that we
use is the collection used in INEX 20054. This is a collection of scientific papers
extracted from journals and transactions of IEEE Computer Society. INEX pro-
vides also many topics with relevance assessments. Our work simulates the user
of user profiles for personalized search. We consider that each topic represents
a different information need of one person. The user profile is built from the
documents which are judged as relevant. We use a k-fold cross-validation ap-
proach [7] for the evaluation. In this approach, the relevant documents of each
topic are partitioned into k subsets. The documents in a subset are used as test
documents and other documents in other k − 1 subsets are used as the user
profile. The experiment is repeated k times, each time a different subset is used
as test subset. The evaluation metric is precision at n (with n = 5 10 15 20
30). Because there are k different experiments, with each value of n there are k
different precisions, therefore we have to compute the average value:

Average of precisions at n =
∑k

i=1 precision at ni

k
(6)

Table 1. Average of precisions at 5, 10, 15, 20, 30 documents

Result of Web Co-citation Content-Based Hybrid Approach
zettair

5 docs 0.2892 0.3108 (p) (+7,5%) 0.3185 (p) (+10,1%) 0.3369 (p) (+16,5%)
0.3185 (l) (+10,1%) 0.3462 (l) (+19,7%) 0.3631 (l) (+25,6%)

10 docs 0.2123 0.2446 (p) (+15,2%) 0.2362 (p) (+11,3%) 0.2661 (p) (+25,3%)
0.2477 (l) (+16,7%) 0.2715 (l) (+27,9%) 0.2869 (l) (+35,1%)

15 docs 0.1672 0.1944 (p) (+16,3%) 0.1959 (p) (+17,2%) 0.2159 (p) (+29,1%)
0.1974 (l) (+18,1%) 0.2174 (l) (+30,0%) 0.2221 (l) (+32,8%)

20 docs 0.1473 0.1600 (p) (+8,6%) 0.1677 (p) (+13,8%) 0.1758 (p) (+19,3%)
0.1639 (l) (+11,3%) 0.1815 (l) (+23,2%) 0.1781 (l) (+20,9%)

30 docs 0.1154 0.1200 (p) (+4,0%) 0.1274 (p) (+10,4%) 0.1297 (p) (+12,4%)
0.1215 (l) (+5,3%) 0.1374 (l) (+19,1%) 0.1408 (l) (+22,0%)

Results are presented in Table 1. The second column is the original results of
zettair search engine. The third column is the results of the re-ranking method
using two scores: the original score of zettair and the citation-based document-
profile similarity. The fourth column corresponds to the re-ranking method using
the original score of zettair and the content-based document-profile similarity.
The fifth column corresponds to the re-ranking method using all these three
scores. With each method, p means product combination (cf. formula 5) and l
means linear combination (cf. formula 4).
4 http://inex.is.informatik.uni-duisburg.de/2005/

http://inex.is.informatik.uni-duisburg.de/2005/
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From the results, we can see that all three methods can bring amelioration.
The content-based method is better than citation-based method. However, the
hybrid approach brings the best performance. Furthermore, the amelioration
seems to be more clear with precisions at 5, 10 and 15 documents.

4 Conclusions and Future Work

In this paper, we have present some methods for personalized search in digital li-
braries. We did experiments on the INEX collection to compare the performance
citation-based method, the content-based method and the hybrid method. Ex-
perimental results showed that these methods are efficient and the hybrid method
is the best method. In the future, knowing that there are similar points between
citations and hyperlinks, we intend to do similar experiments on a collection
of Web pages to compare the performance of these methods in hyperlinked
environment.
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Abstract. Hard queries are known to benefit from relevance feedback
provided by users. It is, however, also known that users are generally
reluctant to provide feedback when searching for information. A natural
resort not demanding any active user participation is to exploit implicit
feedback from the previous user search behavior, i.e., from the context
of the current search session. In this work, we present a comparative
study on the performance of the three most prominent retrieval models,
the vector-space, probabilistic, and language-model based retrieval frame-
works, when additional session context is incorporated.

1 Introduction

With the advent of the language modeling [1] paradigm for information retrieval
in the late nineties, also the question arose how to integrate relevance feedback
in this newly established retrieval framework. Until then, the most common
methods for relevance feedback were either an integral part of the model, as
for the probabilistic retrieval model [5], or in the case of the vector-space model
[5], a manipulation of the original query by means of query term re-weighting
and query expansion according to the Rocchio [2] relevance feedback framework.
Zhai and Lafferty [8] were the first to propose a feedback approach naturally
in consistence with the language modeling approach, and more specifically the
Kullback-Leibler divergence framework introduced in [1]. The essence of the KL-
divergence framework is to represent both the query and the document by means
of language models ΘQ and ΘD, and determine the relevance of a document to
a given query by measuring the Kullback-Leibler divergence between the two
language models

DKL(ΘQ||ΘD) =
∑

w∈V

P (w|ΘQ) log
P (w|ΘQ)
P (w|ΘD)

where V is the vocabulary set. Feedback can be naturally integrated in this
framework by updating the query language model.

More recently, implicit feedback derived from user interactions with the search
interface has attracted more attention [3,6,4,7]. The key idea is to improve re-
trieval results without imposing any additional burden on the user by exploiting
all information extractable from the search process, i.e., the series of query refor-
mulations the user performs until she finds the desired information, as well as,

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 652–657, 2008.
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the documents visisted in that process. [7] incorporates implicit feedback into
the probabilistic ranking scheme BM25 [5], [4] utilizes the Rocchio relevance
feedback model [2] to update the query representation inside the vector-space
model, whereas [3,6] study methods for the integration of implicit feedback into
the KL-divergence framework. To the best of our knowledge, there has, however,
not been any attempt of comparing the performance of the utilization of implicit
feedback across these retrieval models.

In this work, we question the superiority of the Kullback-Leibler divergence
framework assumed by [3,6] when studying approaches for exploiting implicit
feedback from user search behavior. More precisely, we translate the implicit
feedback approach described in [6] to both the probabilistic and the vector-space
retrieval model. In contrast to [6], we focus on the short-term query context, i.e.,
the immediate preceding user actions within the current search session, as we
believe short-term context to be a better indicator of the current search interest
than long-term user interests revealed by the farther reaching user search history.
Furthermore we study additional variants of the method described in [6]. Our
experiments on the TREC Aquaint data set, indeed, strengthen our doubts on
the superiority of the language model framework, and favor the classical prob-
abilistic retrieval model BM25. This coincides with our expectation as previous
TREC benchmarks prove BM25 to be the best performing retrieval model.

2 Implicit Feedback from the Session Context

In the following we will describe the implicit feedback approach introduced in [6]
in the context of the KL-divergence framework, as well as, its translation to the
probabilistic and vector-space retrieval model. The key idea in [6] is to update
the query language model ΘQ according to the observed user search behavior.
The updated query model Θnew

Q is a linear combination of the old query model
and a search history model ΘH , i.e., Θnew

Q = α ·ΘQ +(1−α) ·ΘH with α ∈ [0, 1].
Suppose the current query is the k -th query in the current search session, i.e.,
the search history H consists of k - 1 queries qi (i = 1, . . . , k − 1) preceding
the current query. Each history query qi together with its set of clicked (Ci) and
non-clicked (NCi) search results then makes up one unit history model ΘHi , and
the overall history model is obtained by a weighted combination of these unit
history models as follows.

ΘH =
∑k−1

i=1 βi · ΘHi
∑k−1

i=1 βi

Tan et al. estimate the unit history model as follows.

ΘHi = λΘQi + (1 − λ) ·
σC

∑
d∈Ci

Θd + σNC

∑
d∈NCi

Θd

σC |Ci| + σNC |NCi|

That is the unit history model ΘHi is a linear combination of the query model
ΘQi and the weighted average of clicked and non-clicked result documents’
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language models. As Tan et al. report best performance when σC = 1, σNC = 0,
i.e., only clickthrough documents as opposed to the whole set of result documents
are considered, we choose this parameter setting in our experiments. For the
estimation of the basic query and clicked documents’ language models used as
building blocks in the unit history model we take a MLE (maximum-likelihood
estimation) approach, i.e., ΘQ = c(w,Q)

|Q| where c(w, Q) is the count of word w in

query Q and |Q| is the query length, and ΘD =
c(w,Dtitle)

|Dtitle|
where Dtitle denotes

the title of document D.
For the decision of how to weight the various unit history models against

each other, i.e., how to choose the parameters βi, we consider four different
approaches. (1) Equal weighting weights all history queries the same, i.e.,
βi = 1∀i. (2) Cosine similarity takes the cosine similarity of the current query
string with the concatenation of query and search result title strings of each
history query into account. In addition to these schemes already proposed in [6],
we consider (3) overlap, and (4) time. Overlap is a simplistic approach that
reasons only on the overlap of the current query string and the history query
string. In case of overlap βi is set to 1, otherwise to 0.25, i.e., the corresponding
history query is lower-weighted but not completely ignored. We expect overlap to
trade a decrease in precision for a decrease in processing time compared to cosine
similarity. In the time-based approach we assume that the query formulations
are improving with time, i.e., we weight more recent history queries higher.
Mathematically this is βi = 1

k−i∀i. E.g., if the current query is the 3rd in the
session, β1 = 1

3−1 = 1
2 and β2 = 1.

In the following we describe the simplistic approach we take to compare this
reasoning for the incorporation of implicit feedback under the three retrieval
models, the probabilistic, vector-space and language-model framework, each rep-
resented by its most prominent incarnation. We start by presenting the retrieval
formula representing the KL-divergence framework which uses Dirichlet prior
smoothing for estimating document language models,

∑

w∈Q,D

c(w, q)
|Q| · ln (1 +

c(w, D)

μ · c(w|Coll)
|Coll|

) + ln
μ

|D| + μ

where c(w|Coll) is the word count of w in the whole collection and μ is typically
2000 (see [9] for more details). When integrating implicit feedback the MLE
query model c(w,q)

|Q| in the left summation term is replaced by the updated query
model Θnew

Q . In the case of the vector-space model [5] we consider the pivoted
normalization scheme

∑

w∈Q,D

1 + ln (1 + ln (c(w, d)))

(1 − s) + s · |D|
avgLen

· c(w, Q) · ln N + 1
df(w)

where the constant s is usually 0.2, N is the collection size, avgLen the average
document length, and df(w) denotes the document frequency of word w, i.e.,
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the number of documents in the collection containing word w (see [5] for more
details). The ranking of documents stays unaffected if we divide this ranking
formula by the constant term |Q|, yielding c(w,Q)

|Q| as the only query dependent
term in the formula. This term is actually the same as what we called the query
language model in the KL-divergence framework. We thus take a very ad-hoc
approach of generalizing the implicit feedback approach of Tan et al. to the
vector-space model, by substituting this term by Θnew

Q .
We reason along the same line when adopting Tan et al.’s implicit feedback

approach to the Okapi BM25 formula, our representative of the classical proba-
bilistic framework.

∑

w∈Q,D

ln
N − df(w) + 0.5

df(w) + 0.5
· (k1 + 1) · c(w, D)

k1 · ((1 − b) + b |D|
avgLen

) + c(w, D)
· (k3 + 1) · c(w, Q)

k3 + c(w, Q)

where k1 = 1.2, b = 0.75, k3 ∈ [0, 1000] (see [5] for more details). If we consider
a large value of k3 with c(w, q) << k3, the query-dependent part (k3+1)·c(w,Q)

k3+c(w,Q)

can be approximated by (k3+1)·c(w,Q)
k3

. The constant term k3+1
k3

does not affect
the ranking of documents and can be ignored. With the same argument we can
divide the whole formula by the constant |Q| without changing the ranking of
documents, and are again left with the query-language-model like expression
c(w,Q)
|Q| which we replace with Θnew

Q in the case of implicit feedback.

3 Experiments

Our experiments use the Aquaint news data set of TREC (http://trec.nist.gov)
which contains 1,033,461 articles . We study 50 topics from the TREC 2004
robust track (topics 651 - 700) which are known to be difficult. The relevance
assessments for these topics are available, yet we lack some search session con-
text information. Therefore we ask four volunteers (master students in computer
science) to search for the 50 TREC topics. We log the sequence of queries they
pose, as well as, the search results they click until they find the desired infor-
mation. For evaluation, we treat the last query in a logged search session as the
current query so that all preceding queries form the search context. The that
way obtained search context comprises 5 queries and 4 clicked documents on av-
erage with 37.6% of the clicked documents being indeed relevant for the search
topic.

Results. We compute the mean average precision (MAP) for all three
retrieval models, all combinations of parameter choices for α = {0.2, 0.4, 0.6, 0.8}
and λ = {0, 0.2, 0.4, 0.6, 0.8, 1}, as well as for all four weighting schemes for
choosing the βi’s. We report in the following the MAP of the best perform-
ing parameter setting for each combination of weighting scheme and retrieval
model.
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VS BM25 LM

No Feedback 0.133 0.149 0.138

Equal Weighting 0.172 0.18 0.173

Cosine Similarity 0.168 0.186 0.173

Overlap 0.165 0.184 0.17

Time 0.166 0.184 0.17

Clearly, the incorporation of implicit
feedback improves the retrieval perfor-
mance across all ranking schemes. Two-
tailed paired t-tests for comparing a
particular schemewithoutas opposed to
with implicit feedback according to the

cosine similarity method give p-values < 0.02. However, the distinctive choice of
only selected parts of the search history does not seem to have a large impact
when only the small short-term context of the current session is considered.
Comparing the three retrieval models, BM25 outperforms the other schemes in
any setting. A two-tailed paired t-test gives a p-value of 0.016 for the comparison
between the pure BM25 and vector-space model, and 0.02 when both ranking
schemes incorporate feedback with cosine similarity. The comparison between
BM25 and the language modeling approach shows a statistically non-significant
improvement.
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Fig. 1. MAP values when λ = 0.4 (left) and α = 0.4 (right)

When comparing the sensitivity of our results to the choice of the parameters
α and λ, all three retrieval model seem to react very similar to different combi-
nations of α and λ, as depicted in Figure 1 which exemplarily shows the MAP
values when the βi’s are chosen according to cosine similarity. In each plot we
vary either α or λ while the respective other parameter is 0.4. The MAP values
decrease when α increases indicating the benefit of incorporting history. Inside
unit history models, λ ≈ 0.5 seems to give best performance when query string
and clickthrough of the history queries are equally weighted.

References

1. Lafferty, J., Zhai, C.: Document language models, query models, and risk minimiza-
tion for information retrieval. In: SIGIR 2001 (2001)

2. Rocchio, J.: Relevance feedback in information retrieval. In: The SMART Retrieval
System: Experiments in Automatic Document Processing, pp. 313–323 (1971)



Exploiting Session Context for Information Retrieval - A Comparative Study 657

3. Shen, X., Tan, B., Zhai, C.: Context-sensitive information retrieval using implicit
feedback. In: SIGIR 2005 (2005)

4. Shen, X., Tan, B., Zhai, C.: Implicit user modeling for personalized search. In: CIKM
2005 (2005)

5. Singhal, A.: Modern information retrieval: A brief overview. In: Bulletin of IEEE
Computer Society Technical Committee on Data Engineering (2001)

6. Tan, B., Shen, X., Zhai, C.: Mining long-term search history to improve search
accuarcy. In: KDD 2006 (2006)

7. Teevan, J., Dumais, S., Horvitz, E.: Personalizing search via automated analysis of
interests and activities. In: SIGIR 2005 (2005)

8. Zhai, C., Lafferty, J.: Model-based feedback in the language modeling approach to
information retrieval. In: CIKM 2001 (2001)

9. Zhai, C., Lafferty, J.: A study of smoothing methods for language models applied
to ad hoc information retrieval. In: SIGIR 2001 (2001)



Structural Re-ranking with Cluster-Based Retrieval

Seung-Hoon Na1, In-Su Kang2, and Jong-Hyeok Lee1

1 POSTECH,Pohang,South Korea
{nsh1979,jhlee}@postech.ac.kr

2 KISTI,Daejeon,South Korea
dbaisk@kisti.re.kr

Abstract. Re-ranking (RR) and Cluster-based Retrieval (CR) have been polar
methods for improving retrieval effectiveness by using inter-document similari-
ties. However, RR and CR improve precision and recall respectively, not simul-
taneously. Thus, the improvement through RR and CR may be different accord-
ing to whether a query is recall-deficient or not. However, previous researchers
missed out this point, and separately investigated individual approaches, causing
a limited improvement. To reflect all of positive effects by RR and CR, this paper
proposes RCR, the re-ranking with cluster-based retrieval where RR is applied
to initially-retrieved results of CR. Experimental results show that RCR signifi-
cantly improves the baseline, while CR or RR sometimes does not significantly
improve the baseline.

1 Introduction

The most popular methods to use inter-document similarities are Cluster-based
Retrieval (CR) [1,2] and Re-ranking (RR) [3,4,5]. To recover unseen terms or less-
estimated terms from a document, CR refers to other similar documents of the original
document, thereby resolving the term-mismatch problem. Thus, CR is helpful to im-
prove the recall. RR re-ranks top n retrieved documents to make similar documents
obtain similar scores. Thus, when some relevant documents obtain higher scores in the
initial retrieval, RR can highly rank other relevant documents which do not obtain high
scores in the initial retrieval. The set of initially-retrieved documents is not changed af-
ter RR, thus RR is helpful to the precision, rather than the recall. Due to these different
characteristics of CR and RR, an individual use of them cannot effectively deal with
all of query types. For example, when a user’s query is recall-deficient so that the top
retrieved documents seriously suffer from low recall, CR could be effective rather than
RR. On the other hand, when the set of initially retrieved documents has high recall but
suffer from low precision, RR could be more effective than CR.

None of previous works has focused on the combination of CR and RR, even though
the combining deserves to be investigated due to their different roles to the retrieval
effectiveness. In this regard, we propose RCR, the naive combining approach where
RR is applied to the documents obtained from CR, not from the baseline retrieval. In
spite of its simplicity, RCR is expected to produce high-quality retrieval results, since it
can simultaneously integrate the recall-improving and precision-improving capabilities
from CR and RR.
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Experimental results on two standard TREC test collections show that CR or RR
alone does not always significantly improve the baseline, but RCR significantly im-
proves the baseline for all test collections and produces high retrieval performance over
both CR and RR. Considering that most previous approaches have separately investi-
gated either CR or RR, our result is remarkable.

2 Structural Re-ranking with Cluster-Based Retrieval

CR adjusts the similarity score of a document to a query by using the similarity score
of its corresponding cluster to the query. Let D, Q and CD be a document, a query, and
a cluster containing document D, respectively. The final score of a document used in
CR is calculated by linearly interpolating the score of the document and the score of the
cluster as follows.

scoreCR(Q,D) = αscore(Q,D)+ (1 − α)score(Q,CD) (1)

where α is an interpolation parameter. Here, we assume that a document has a single
corresponding cluster. Generally, there can be multiple clusters for each document.

The key-part of CR is to create clusters. A cluster is defined as a set of documents.
Different types of clusters can be differently defined according to cluster-based retrieval
methods - 1) partitional clustering such as K-means produces non-overlapped clusters,
2) document expansion produces overlapped clusters each of which consists of near-
est neighbors of a given document. This paper adopts document expansion instead of
partitional clustering due to the following reasons. First, the partitional clustering has
many variants of clustering algorithms, and algorithm-dependent parameters, but doc-
ument expansion takes the number of nearest neighbors as a single parameter. Second,
the retrieval effectiveness of document expansion has been verified by more researchers
[1,2], than partitional clustering. In document expansion, CD is defined as

CD =
{

D′ | D′ ∈ NNk(D)
}

(2)

where NNk(D) is the set of k-nearest-neighbor documents of D. We use score(D,D′) to
find the nearest documents of D where document D becomes a query.

Structural re-ranking (RR) (i.e. Re-ranking) is to re-rank the top n documents that
an initial retrieval model produces, where the re-ordering utilizes inter-document sim-
ilarities within the set [4]. Conceptually, RR forces similar documents to have similar
scores. Thus, when some relevant documents are assigned to high similarity scores,
other relevant documents which do not obtain high scores in the initial retrieval can be
highly ranked after RR. The basic approach of RR defines the graph of documents
where a node corresponds to a document, and the weight of an edge to the inter-
document similarity between documents. Then, the goal of RR can be formulated to
determine the scores of document nodes from the structure of a graph. Initially, scores
of nodes are set to retrieval scores that the initial retrieval model yields, then RR re-
estimates scores of document nodes from the structure of the graph. Zhang et al. applied
the random surferring model similar to PageRank on the graph, where the random jump-
ing was utilized to prevent the re-ranked ones from being far from their initial scores [3].
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Yang et. al. viewed the re-ranking problem as the problem of semi-supervised learning,
and applied the label propagation [5]. The label propagation starts from an incomplete
graph where only some nodes’ labels are known, and propagates label information from
the labeled nodes to the unlabeled nodes on the graph, resulting in label probabilities. To
make seed labeled nodes, Yang et. al. assigned relevant labels to the most highly-ranked
documents among top-retrieved ones and non-relevant labels to the lowest ranked doc-
uments. Then, document nodes are re-ranked according to the finally obtained label
probabilities from the label propagation.

We adopted Zhang’s random surferring model due to its simplicity. Let D′ →w D be
the weight of the edge where D is linked from D′. For D′ →w D, we use score(D′,D)
where D′ is regarded as a query. Using D′ →w D, the translation probability from a node
to node D is calculated as follows:

t(D|D′) =
D′ →w D

∑D D′ →w D
(3)

In addition, the prior probability that visits node D is assumed to be proportional to
score(Q,D) which the initial retrieval model produces. Then, re-ranking re-calculates
the score of document D as scoreRR(Q,D) as follows:

scoreRR(Q,D) ← (1 − β)∑
D′

t(D|D′)scoreRR(Q,D′)+ βscore(Q,D) (4)

where β is a random jumping factor. The steady value of scoreRR(Q,D) is obtained
by applying the fixed-point iterations of Eq. (4), until scoreRR(Q,D) is not further
changed. We found that the number of iterations between 10 and 30 is adequate. Note
that Eq. (4) can be re-written in terms of probabilities with dividing both sides of
Eq. (4) by ∑D scoreRR(Q,D), thus scoreRR(Q,D) is converted to the probability (when
scoreRR(Q,D) is non-negative). In above sections, score(Q,D) is dependent to the re-
trieval model. We selected the language modeling approaches for score(Q,D). Among
popular smoothing methods, we used Dirichlet-prior smoothing due to its relative su-
periority to others [6]. Let c(w;D) and c(w;Q) be the term frequency of w in D and
Q, respectively. And, assume that θC is the collection language model. score(D,Q) is
defined as follows:

score(Q,D) = ∑
w∈Q

log

(
c(w;D)+ µP(w|θC)

∑w c(w;D)+ µ

)

(5)

where µ is a smoothing parameter. Note that this formula is also utilized for score
(Q,CD), in which CD is a large document where all elements of documents are concate-
nated, except for using a different smoothing parameter µ′.

3 Experimentation

For evaluation, we used two TREC test collections - TREC4-AP and WT2G where
TREC4-AP is the sub-collection of Associated Press in disk 1 and disk 2 for TREC4.
To find high-performing smoothing parameters - µ and µ′, we first determined the
smoothing parameter for document models then for cluster models, by performing
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Table 1. Performances of CR and RR in TREC4-AP and WT2G across different ks

Baseline k = 10 k = 20 k = 30 k = 40 k = 50
TREC4-AP MAP 0.2560 0.2906‡ 0.3043‡ 0.3037‡ 0.3049‡ 0.3021‡

(CR)
Pr@5 0.4531 0.4612 0.4776 0.4816 0.4816† 0.4816†
Pr@10 0.3612 0.3918 0.4082 0.4061† 0.4163† 0.4041†

TREC4-AP MAP 0.2560 0.2826‡ 0.2855‡ 0.2864‡ 0.2891‡ 0.2898‡

(RR)
Pr@5 0.4531 0.4612 0.4571 0.4449 0.4408 0.4490
Pr@10 0.3612 0.3878 0.3857 0.3898 0.3918† 0.3816

WT2G MAP 0.3101 0.3165 0.3168 0.3154 0.3163 0.3161

(CR)
Pr@5 0.5360 0.5360 0.5360 0.5400 0.5360 0.5280
Pr@10 0.4700 0.4780 0.4660 0.4680 0.4660 0.4660

WT2G MAP 0.3101 0.3205 0.3246‡ 0.3246‡ 0.3262‡ 0.3270‡

(RR)
Pr@5 0.5360 0.5480 0.5520 0.5400 0.5560 0.5440
Pr@10 0.4700 0.4920 0.4840 0.4760 0.4680 0.4720

pure document retrieval (α=1), and pure cluster-based retrieval (α=0), respectively. For
comparison, we examined runs of 20 different smoothing parameters between 100 and
30,000, and selected the best one. For RR, we used top 1000 documents. For evaluation
measures, MAP, Pr@5, and Pr@10 were used.

Table 1 shows the performances of CR and RR where α and β are selected as the best
performed ones among 10 different values. The baseline indicates the result of the pure
document retrieval (α=1). To check whether or not the proposed method significantly
improves the baseline, we performed the Wilcoxon sign ranked at 95% and 99% con-
fidence level, and attached † and ‡ to the performance number of each cell in the table
when the test passes at 95% and 99% confidence level, respectively. In TREC4-AP, CR
and RR significantly improve the baseline on MAP, but not on Pr@5 and Pr@10. In
WT2G, CR does not improve the baseline, as only RR significantly improves the base-
line on MAP. In terms of performance values, CR is better than RR in TREC4-AP, and
vice versa in WT2G. To further identify why RR is not always effective, we examined
the recall in top 1000 documents for each test collection. Table 2 shows the number of
retrieved relevant documents and the recall of CR, in TREC4-AP and WT2G.

As shown table 2, the recall of the baseline method indicates that TREC4-AP (58%)
has more recall-deficient queries than WT2G (81%). It explains the result of table 1
that CR was highly effective on TREC4-AP but RR was less-effective. In addition, this

Table 2. The number of retrieved documents (Rel ret of trec eval program’s outputs) and the
recall on top 1000 retrieved documents of the baseline method and CR in TREC4-AP and WT2G.
The recall is given in parenthesises with percent values.

Baseline CR (k = 10) CR (k = 20) CR (k = 30) CR (k = 40) CR (k = 50)

TREC4-AP
1780 1985 1994 2012 2013 2015

(58.27%) (64.98%) (65.27%) (65.86%) (65.89%) (65.96%)

WT2G
1847 1871 1881 1883 1891 1885

(81.04%) (82.10%) (82.54%) (82.62%) (82.97%) (82.71%)
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Table 3. Performances of RCR across different ks

Baseline CR (k = 10) CR (k = 20) CR (k = 30) CR (k = 40) CR (k = 50)
TREC4-AP MAP 0.2560 0.3141‡ 0.3153‡ 0.3161‡ 0.3167‡ 0.3155‡

(RCR)
Pr@5 0.4531 0.5020† 0.5020† 0.4980† 0.4980 0.4857

Pr@10 0.3612 0.4265‡ 0.4163† 0.4163† 0.4204‡ 0.4184‡
WT2G MAP 0.3101 0.3281‡ 0.3343‡ 0.3324‡ 0.3313‡ 0.3305‡

(RCR)
Pr@5 0.5360 0.5720 0.5640 0.5520 0.5600 0.5440

Pr@10 0.4700 0.4880 0.5060† 0.4980 0.5040 0.4900

result confirms our discussion in the introduction that CR is basically a recall-improving
method, and RR is a precision-improving method.

Table 3 shows the performances of the proposed RCR for different ks. Remark that
RCR is highly reliable in TREC4-AP, showing more improved results than CR and RR,
and it significantly improves the baseline at even Pr@5 and Pr@10 in many different
parameter ks. For WT2G, we can see that the performance numbers are slightly more
increased over RR. Thus, we confirm that RCR is more reliable and effective than the
separated approach of CR or RR.

4 Conclusion

This paper proposed a simple combining method - RCR, to simultaneously reflect dif-
ferent improving points of CR and RR. Experimental results showed that RCR signif-
icantly improves the baseline, with much improvement over CR and RR, while CR or
RR sometimes failed to improve the baseline.
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Abstract. We present results of a new approach to detect destructive article revi-
sions, so-called vandalism, in Wikipedia. Vandalism detection is a one-class clas-
sification problem, where vandalism edits are the target to be identified among
all revisions. Interestingly, vandalism detection has not been addressed in the In-
formation Retrieval literature by now. In this paper we discuss the characteristics
of vandalism as humans recognize it and develop features to render vandalism
detection as a machine learning task. We compiled a large number of vandalism
edits in a corpus, which allows for the comparison of existing and new detection
approaches. Using logistic regression we achieve 83% precision at 77% recall
with our model. Compared to the rule-based methods that are currently applied
in Wikipedia, our approach increases the F -Measure performance by 49% while
being faster at the same time.

Introduction. The content of the well-known Web encyclopedia Wikipedia is created
collaboratively by volunteers. Every visitor of a Wikipedia Web site can participate
immediately in the authoring process: articles are created, edited, or deleted without
need for authentication. In practice, an article is developed incrementally since, ideally,
authors review and revise the work of others. Till this day about 8 million articles in
253 languages have been authored in this way.

However, all times the Wikipedia and its freedom of editing has been misused by
some editors. We distinguish them into three groups: (i) lobbyists, who try to push their
own agenda, (ii) spammers, who solicit products or services, and (iii) vandals, who de-
liberately destroy the work of others. The Wikipedia community has developed policies
for a manual recognition and handling of such cases, but enforcing them requires the
manpower of many. With the rapid growth of Wikipedia a shift from article contributors
to editors working on article maintenance is observed. Hence it is surprising that there
is little research to support editors from the latter group or to automatize their tasks.
As part of our research Table 1 surveys the existing tools for the prevention of editing
misuse.

Related Work. The first attempt to aid lobbying detection was the WikiScanner tool
which maps IP numbers recorded from anonymous editors to their domain name. This
way editors can be found who are biased with respect to the topic in question. Since
there are diverse ways for lobbyists to disguise their identity a manual check of all edits
for hints of lobbying is still necessary.

There has been much research concerning spam detection in e-mails, among Web
pages, or in blogs. In general, machine learning approaches, possibly combined with
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Table 1. Tools for the prevention of editing misuse with respect to the target group, and the type
of automation (aid, full). Tools shown gray use the same or a very similar rule set as the tool listed
in the line above.

Tool Target Type Status URL (October 2007)

WikiScanner lobbyists aid active http://wikiscanner.virgil.gr

AntiVandalBot (AVB) vandals full inactive http://en.wikipedia.org/wiki/WP:AVB

MartinBot vandals full inactive http://en.wikipedia.org/wiki/User:MartinBot

T-850 Robotic Assistant vandals full active http://en.wikipedia.org/wiki/User:T-850_Robotic_Assistant

WerdnaAntiVandalBot vandals full active http://en.wikipedia.org/wiki/User:WerdnaAntiVandalBot

Xenophon vandals full active http://en.wikipedia.org/wiki/User:Xenophon_(bot)

ClueBot vandals full active http://en.wikipedia.org/wiki/User:ClueBot

CounterVandalismBot vandals full active http://en.wikipedia.org/wiki/User:CounterVandalismBot

PkgBot vandals aid active http://meta.wikimedia.org/wiki/CVN/Bots

MiszaBot vandals aid active http://en.wikipedia.org/wiki/User:MiszaBot

manually developed rules, do an excellent spam detection job [1]. The respective tech-
nology may also be adequate for a misuse analysis in Wikipedia, but the applicability
has not been investigated yet.

Vandalism was recognized as an open problem by researchers studying online collab-
oration [2,4,5,6,7,8], and, of course, by the Wikipedia community.1 The former provide
statistical or empirical analyses concerning vandalism, but neglect its detection. The
latter developed four small sets of detection rules but did not evaluate the performance.
Misuses such as trolling and flame wars in discussion boards are related to vandalism,
but so far no research exists to detect either of them.

In this paper we develop foundations for an automatic vandalism detection in
Wikipedia: (i) we define vandalism detection as a classification task, (ii) discuss the
characteristics by which humans recognize vandalism, and (iii) develop tailored fea-
tures to quantify them. (iv) A machine-readable corpus of vandalism edits is provided
as a common baseline for future research. (v) Finally, we report on experiments related
to vandalism detection based on this corpus.

Vandalism Detection Task. Let E = {e1, . . . , en} denote a set of edits, where each
edit e comprises two consecutive revisions of the same document d from Wikipedia,
say, e = (dt, dt+1). Let F = {f1, . . . , fp} denote a set of vandalism indicating features
where each feature fi is a function that maps edits onto real numbers, fi : E → R.
Using F an edit e is represented as a vector e = (f1(e), . . . , fp(e)); E is the set of edit
representations for the edits in E.

Given a vandalism corpus E which has a realistic ratio of edits classified as vandal-
ism and well-intentioned edits, a classifier c, c : E → {0, 1}, is trained with examples
from E. c serves as an approximation of c∗, the true predictor of the fact whether or not
an edit forms a vandalism case. Using F and c one can classify an edit e as vandalism
by computing c(e).

1 http://en.wikipedia.org/wiki/Wikipedia:WikiProject_Vandalism_studies (October 2007)
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Table 2. Organization of vandalism edits along the dimensions “Edited content” and “Editing
category”: the matrix shows for each combination the portion of specific vandalism edits at all
vandalism edits. For vandalized structure insertion edits and content insertion edits also a list of
their typical characteristics is given. It includes both the characteristics described in the previous
research and the Wikipedia policies.

Editing Edited content
category Text Structure Link Media

Insertion 43.9%
Characteristics: point of view,
off topic, nonsense, vulgarism,
duplication, gobbledegook

14.6%
Characteristics:
formatting,
highlighting

6.9% 0.7%

Replacement 45.8% 15.5% 4.7% 2.0%

Deletion 31.6% 20.3% 22.9% 19.4%

Vandalism Indicating Features. We have manually analyzed 301 cases of vandalism
to learn about their characteristics and, based on these insights, to develop a feature set
F . Table 2 organizes our findings as a matrix of vandalism edits along the dimensions
“Edited content” and “Editing category”; Table 3 summarizes our features.

Table 3. Features which quantify the characteristics of vandalism in Wikipedia

Feature f Description

char distribution deviation of the edit’s character distribution from the expectation
char sequence longest consecutive sequence of the same character in an edit
compressibility compression rate of an edit’s text
upper case ratio ratio of upper case letters to all letters of an edit’s text

term frequency average relative frequency of an edit’s words in the new revision
longest word length of the longest word
pronoun frequency number of pronouns relative to the number of an edit’s words

(only first-person and second-person pronouns are considered)
pronoun impact percentage by which an edit’s pronouns increase the number of

pronouns in the new revision
vulgarism frequency number of vulgar words relative to the number of an edit’s words
vulgarism impact percentage by which an edit’s vulgar words increase the number of

vulgar words in the new revision

size ratio the size of the new version compared to the size of the old one
replacement similarity similarity of deleted text to the text inserted in exchange
context relation similarity of the new version to Wikipedia articles found for

keywords extracted from the inserted text

anonymity whether an edit was submitted anonymously, or not
comment length the character length of the comment supplied with an edit
edits per user number of previously submitted edits from the same editor or IP
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For two vandalism categories the matrix shows particular characteristics by which an
edit is recognized as vandalism: a vandalism edit has the “point of view” characteristic if
the vandal expresses personal opinion, which often entails the use of personal pronouns.
Many vandalism edits introduce off-topic text with respect to the surrounding text, are
nonsense in that they contradict common sense, or do not form a correct sentence from
their language. The first three characteristics are very difficult to be quantified, and re-
search in this direction will be necessary to develop reliable analysis methods. Vulgar
vandalism can be detected with a dictionary of vulgar words; however, one has to con-
sider the context of a vulgar word since several Wikipedia articles contain vulgar words
in a correct sense. Hence we quantify the impact of a vulgar word based on the point
of time it has been inserted into an article rather than simply checking its occurrence.
If an inserted text duplicates other text within the article or within Wikipedia, one may
also speak of vandalism, but this is presumably the least offending case. Very often
vandalism consists only of gobbledygook: a string of characters which has no meaning
whatsoever, for instance if the keyboard is hit randomly. Another common characteris-
tic of vandalism is that it is often highlighted by capital letters or by the repetition of
characters. In cases of deletion vandalism, larger parts of an article are deleted, which
explains the high percentages of this vandalism type throughout all content types. Note
that a vandalism edit typically shows several of these characteristics at the same time.

Vandalism Corpus. Vandalism is currently not documented in Wikipedia, so that au-
tomatic vandalism detection algorithms cannot be compared to each other. The best
way to find vandalism manually is by taking a look at the list of the most vandalized
pages and then to analyze the history of the listed articles.2 We have set up the van-
dalism corpus WEBIS-VC07-11, which was compiled from our own investigations and
the results of a study3 conducted by editors of Wikipedia. The corpus contains 940
human-assessed edits from which 301 edits are classified as vandalism. It is available
in a machine-readable form for download at [9].

Evaluation. Within one-class classification tasks one is often confronted with the prob-
lem of class imbalance: one of the classes, either the target or the outlier class is under-
represented, which makes training a classifier difficult. In a realistic detection scenario
only 5% of all edits in a given time period are from the target class “vandalism” [5].
As a heuristic to alleviate the problem we resort to random over-sampling of the un-
derrepresented class at training time. Nevertheless, an in-depth analysis with respect to
domain characteristics of the training samples is still necessary; the authors of [3] have
compared alternative methods to address class imbalance.

Using ten-fold cross-validation on the corpus WEBIS-VC07-11 and a classifier
based on logistic regression we evaluated the discriminative power of the features de-
scribed in Table 3 when telling apart vandalism and well-intentioned edits. We also
analyzed the effort for computing these features and compared the results to AVB and
to ClueBot. Table 4 summarizes the results.

As can be seen, our approach (third row) outperforms the rule-based bots on all ac-
counts. The individual analysis of each feature indicates its contribution to the overall

2 http://en.wikipedia.org/wiki/Wikipedia:Most_vandalized_pages (October 2007)
3 http://en.wikipedia.org/wiki/Wikipedia:WikiProject_Vandalism_studies/Study1 (Oct. 2007)
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Table 4. Vandalism detection performance quantified as category-specific recall and averaged
precision values. The first row shows, as the baseline, the currently best performing Wikipedia
bot, while the third row (bold) shows the results of our classifier. The right column shows the
throughput on a standard PC. The underlying test corpus contains 940 human-assessed edits from
which 301 edits are classified as vandalism.

Feature f
Recall Precision Throughput

Insertion Replacement Deletion Average (edits per second)

Baseline: AVB 0.35 0.53 0.61 0.74 3
ClueBot 0.03 0.29 0.49 1 3

c with all features 0.87 0.76 0.89 0.86 5

char distribution 0.03 0 0.74 0.41 6
char sequence 0.01 0.14 0.2 0.70 43
compressibility 0 0 0.78 0.24 618
upper case ratio 0.13 0.22 0 0.61 656

term frequency 0 0.29 0.01 0.3 4
longest word 0 0.04 0.63 0.54 319
pronoun frequency 0.09 0.1 0 0.53 351
pronoun impact 0 0.04 0.39 0.49 53
vulgarism frequency 0.23 0.35 0 0.65 181
vulgarism impact 0.23 0.41 0.52 0.91 33

size ratio 0.07 0.35 0.54 0.83 8198
replacement similarity – 0 – – 9
context relation 0 0 0.13 0.18 3

anonymity 0 0 0 0 8 545
comment length 0 0 0 0 14 242
edits per user 0.94 0.86 0.96 0.66 813

performance. Note that vandalism detection suggests a two-stage analysis process (ma-
chine + human) and hence to prefer high recall over high precision: a manual post-
processing of classifier results is indispensable since visitors of a Wikipedia page should
never see a vandalized document; as well as that, a manual analysis is feasible because
an even imprecisely retrieved target class contains only few elements.
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Abstract. We implemented a baseline approach to why-question an-
swering based on paragraph retrieval. Our implementation incorporates
the QAP ranking algorithm with addition of a number of surface features
(cue words and XML markup). With this baseline system, we obtain an
accuracy-at-10 of 57.0% with an MRR of 0.31. Both the baseline and
the proposed evaluation method are good starting points for the current
research and for other researchers working on the problem of why-QA.

We also experimented with the addition of smart question analysis
features to our baseline system (answer type and informational value
of the subject). This however did not give significant improvement to
our baseline. In the near future, we will investigate what other linguistic
features can facilitate re-ranking in order to increase accuracy.

1 Introduction

In the current research project, we aim at developing a system for answering
why-questions (why-QA). In earlier experiments, we found that the answers to
why-questions consist of a type of reasoning that cannot be expressed in a single
clause, and that on the other hand 94% of the answers is maximally one para-
graph long. Therefore, we decide to consider paragraphs as retrieval units for
why-QA.

The goal of the present paper is to establish a baseline paragraph retrieval
method for why-QA, including a proper evaluation method. Moreover, we aim to
find out whether a system based on standard keyword based paragraph retrieval
can be improved by incorporating our knowledge of the syntax and semantics of
why-questions in query formulation.

2 Method

2.1 Data

For development and testing, we use a set of 805 why-questions that were sub-
mitted to the online QA system answers.com, and collected for the Webclopedia
project by Hovy et al. [1].

As an answer source, we use the Wikipedia XML corpus [2], which is also used
in the context of the Initiative for the Evaluation of XML Retrieval (INEX, [3]).
The English part of the corpus consists of 659,388 Wikipedia articles (4.6 GB
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of XML data). By manual inspection we found that this corpus contains a valid
answer for about one quarter of the Webclopedia why-questions. We randomly
selected 93 questions that have an answer in the corpus and we manually ex-
tracted the answer paragraph (reference answer) from the corpus for each of
them. We indexed the complete corpus using the Wumpus search engine [4] in
the standard indexing modus (Wumpus version June 2007).

Thus, we have a development set of 93 questions and corresponding reference
answers, from a corpus of 659,388 Wikipedia articles.

2.2 Baseline Method

Our baseline method consists of four modules:

1. A question analysis module, which applies a list of stop words to the question
and removes punctuation, returning the set of question content words;

2. A query creation module that transforms the set of question words into one
or more Wumpus-style queries and sends this query to the Wumpus engine;

3. Ranking of the retrieved answers by the QAP algorithm. QAP is a scor-
ing algorithm for passages that has specifically been developed for question
answering tasks [5]. It has been implemented in Wumpus;

4. Re-ranking of the results according to three answer features: (a) The presence
of cue words such as because, due to and in order to in the paragraph; (b)
the presence of one or more question terms in the title of the document
in which the retrieved paragraph is embedded; (c) emphasis marking of a
question term. The corpus contains XML tags for formatting information
such as emphasis.
The weights applied in the re-ranking step are variable in the configuration
of our system.

After re-ranking, the system returns the top 10 results to the user.

2.3 Features for Smart Question Analysis

In this section, we present an extension to our paragraph retrieval system incor-
porating smart question analysis. In previous experiments, we found that specific
syntactic and semantic features of why-questions can play a role in retrieving
relevant answers. We identified two features in particular that seem relevant in
answer selection, viz. answer type and the informational value of the subject.

In factoid QA, the answer type is known to be an important parameter
for increasing system precision. The two main answer types for why-questions
are ‘cause’ and ‘motivation’ [6]. In our question set, we encountered one other
relatively frequent answer type: ‘etymology’. Thus we distinguish three answer
types in the current approach: ‘cause’ (77.4% in our question set), ‘motivation’
(10.2%), and ‘etymology’ (12.4%). We split our set of cue words in four cate-
gories: one for each of the answer types (e.g. in order to for motivation, due to
for cause and name for etymology), and a general category of cue words that
occur for all answer types (e.g. because). We evaluated answer type prediction
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for our question set using earlier defined algorithms and we found a precision of
0.81 (ranging from 0.49 for motivation to 1 for etymology) for this task.

Previous experiments have shown the relevance of a second semantic feature,
the informational value of the subject. It appears to be a good predictor
for deciding which terms from the question are likely to occur in the document
title of relevant answer paragraphs. This knowledge can be used for re-ranking
based on document title (step 4b in the baseline method). We defined three
classes of subjects, which are automatically distinguished by our system based
on their document frequency. The subjects with lowest informational value are
subjects consisting of pronouns only or one of the very general noun phrases
people and humans. In these cases, our re-ranking module only gives extra weight
to predicate words occurring in the document title. The second class covers those
subjects that are not semantically poor, but very common, such as water and the
United States. In these cases, the baseline approach is applied, which does not
distinguish between terms from subject and predicate for re-ranking. The third
class consists of the subjects that have a low document frequency, and therefore
have a large informational value, such as flamingos and subliminal messages. In
these cases our system gives extra weight to paragraphs from documents with
one or more words from the subject in the title.

We performed a series of experiments in order to find out what the contribu-
tion of these features is to the overall performance of our system.

2.4 Evaluation Method

There are no specific evaluation procedures available for why-QA, but there
is one evaluation forum that includes why-questions: the Question Answering
Challenge at the Japanese NTCIR Workshop [7]. In NTCIR, all retrieved results
are manually evaluated according to a four-level scale of correctness.

We propose a method for the evaluation of why-QA that is a combination
of the procedure applied at NTCIR and the commonly-used MRR metric. We
manually evaluate all retrieved answers according to the four NTCIR correctness
scales. Then we count the proportion of questions that has at least one correct
answer in the top 10 of the results (accuracy-at-10). For the highest ranked
correct answer per question, we determine the reciprocal rank (RR). If there is
no correct answer in the top 10 results, RR is 0. Over all questions, we calculate
MRR.

3 Results and Discussion

Table 1 shows the results (accuracy-at-10 and MRR) obtained for three configu-
rations: (1) simple paragraph retrieval by QAP, (2) the baseline system and (3)
the smart system.

Using the Wilcoxon Signed-Rank Test, we find that there is no significant
difference between the baseline results and the results from smart question anal-
ysis (Z=-0.66, P=0.5093 for paired reciprocal ranks). The baseline is, however,
sightly better than simple retrieval (Z = 1.67, P = 0.0949).
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Table 1. Results per system version

Features Version Accuracy MRR

QAP Simple retrieval 47.3% 0.25
+Cue words +Title weight +Emph. weight Baseline 57.0% 0.31
+Answer type +Subject value weight Smart question analysis 55.9% 0.28

Apparently, the implementation of our question analysis features does not
improve the ranking of the results. Since we suspected that some correct answers
were missed because they are in the tail of the result list, we experimented
with a larger result list (top 20 presented to user). This led to an accuracy-at-
20 of 63.4% (MRR unchanged 0.31) for the baseline system and 61.3% (MRR
unchanged 0.28) for the smart system.

As regards the answer type feature, we can explain its negligible contribu-
tion from the fact that answer type only affects cue word weights. Cue words
apparently constitute too small a contribution to the overall performance of the
system. As regards the subject value feature, we are surprised by its small influ-
ence. Our suspicion is that the ranking algorithm QAP as implemented in the
baseline already gives good results with term weighting based on term frequency
and inverted document frequency. Another possible explanation to the small in-
fluence of the informational value of the subject is that too many errors are still
made by our question analysis module in the decision of which question part
should be given the position weight.

A further error analysis shows that for 47.5% of unanswered questions, the
reference answer is present in the extended result list retrieved by the algorithm
(max. 450 results), but not in the top 10 of answers presented to the user. For
these questions, re-ranking may be valuable. If we can define criteria that rank
the reference answer for this set of questions higher than the irrelevant answers,
we can increase accuracy-at-10 (and thereby MRR).

4 Conclusion and Further Work

We developed an approach for why-QA that is based on paragraph retrieval.
We created a baseline system that combines paragraph ranking using the QAP
algorithm with weights based cue words and the position of question terms in
the answer document. We evaluated our system based on manual assessments
of the answers in four categories according to two measures: accuracy-at-10 and
MRR. We get 57.0% accuracy with an MRR of 0.31. We think that both the
baseline and the proposed evaluation method are good starting points for the
current research and other researchers working on the problem of why-QA.

We also implemented and evaluated a system that extends the baseline ap-
proach with two features that we obtain from linguistic question analysis: answer
type and the informational value of the subject. This smart system does, how-
ever, not show significant improvement over the baseline. In section 3, we do
some suggestions for explaining these results.



Evaluating Paragraph Retrieval for why-QA 673

In the near future, we will experiment with adding a number of other linguistic
features to the re-ranking module of our system. The features that we consider
for re-ranking include the distinction between heads and modifiers from the
question, synonym links between question and answer terms, and the presence
of noun phrases from the question in the answer. We are currently preparing
experiments for selecting the most relevant of these features for optimizing MRR.

In the more distant future, we plan to experiment with smart paragraph
analysis. In [8], it is shown that rhetorical relations have relevance for answer
selection in why-QA; the presence of (some types of) rhetorical relations can be
an indication for the presence of a potential answer. Moreover, there is a connec-
tion between answer type and type of rhetorical relation; we aim to investigate
whether this addition can make answer type more valuable than in the current
cue-word based version of the system.
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Abstract. Recently, cluster-based retrieval has been successfully applied to im-
prove retrieval effectiveness. The core part of cluster-based retrieval is inter-
document similarities. Although inter-document similarities can be investigated
independently of cluster-based retrieval and be further improved in various ways,
their direct evaluation has not been seriously considered. Considering that there
are many cluster-based retrieval methods, such a direct evaluation method can
separate the work of inter-document similarities from the work of cluster-based
retrieval. For this purpose, this paper revisits Voorhee’s nearest neighbor test as
such a direct evaluation, by mainly focusing on whether or not the test is cor-
related to the retrieval effectiveness. Experimental results consistently verify the
use of the nearest neighbor test. As a result, we conclude that the improvement of
retrieval effectiveness can be well-predictable from direct evaluation, even with-
out performing runs of cluster-based retrieval.

1 Introduction

Recently, cluster-based retrieval has been successfully applied to improve the retrieval
effectiveness, especially in the language modeling approaches [1,2]. For example,
Kurland and Lee applied the document expansion where the representation of a given
document is refined from its top nearest neighbor documents, showing a significant
improvement over the baseline [1]. The core part of cluster-based retrieval is the inter-
document similarities. Its importance is confirmed in the following famous van Rijsber-
gen’s cluster hypothesis [3].

CH (cluster hypothesis): “Relevant documents are similar.” In fact, there are many dif-
ferent ways to define inter-document similarities, thus CH can be well-satisfied in some
similarities but not in other ones. Regarding this, original CH is somewhat ambiguous
since it assumes single similarities. To clarify that there are many similarity measures,
it would be better to use a predicate statement rather than a proposition as follows.

SH (similarity hypothesis): “There exist inter-document similarities to satisfy CH.” SH
can be viewed as a more relaxed hypothesis than CH. Along the way to logically connect
from CH to the success of cluster-based retrieval, there is an additional hypothesis - RH,
which is implicitly agreed among the research community.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 674–678, 2008.
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RH (hypothesis of cluster-based retrieval): “Using inter-document similarities satis-
fying CH, there exists a cluster-based retrieval to improve retrieval effectiveness over
the baseline.”

From SH and RH, we should use inter-document similarities satisfying CH, to im-
prove retrieval effectiveness by cluster-based retrieval. Thus, our goal should be to find
inter-document similarities that better satisfy CH, not to prove CH itself. Hence, inter-
document similarities can be independently evaluated without cluster-based retrieval,
since SH and RH are independent hypotheses. However, recent works of cluster-based
retrieval have evaluated the retrieval effectiveness, not focusing on the direct evaluation
of inter-document similarities. There are some advantages when using such a direct
evaluation.

1. Generally, the evaluation of cluster-based retrievals is inefficient. First, inter-
document similarities over an entire collection should be calculated, and some
cluster-based retrieval methods may require performing an expensive clustering al-
gorithm over the entire collection. In addition, since there are some parameters in
cluster-based retrieval (interpolation parameter or smoothing parameter), several
retrieval runs across different parameters should be examined. On the other hand,
the direct evaluation requires the partial inter-document similarities on the subset
of a collection not on its entire set, and only one time of evaluation.

2. Different inter-document similarities can be compared in a unified measure. As a
result, further investigation to inter-document similarities is directly possible, with-
out rejecting good inter-document similarities by misunderstood points from un-
successful cluster-based retrievals.

Therefore, if a direct evaluation on inter-document similarities is provided, then it
becomes more convenient to find better similarities, due to its high efficiency and easier-
tunablity. The works on more improved similarities have already been proceeded. Cal-
ado et. al. used hyperlinks among web-pages to further improve original term-based
similarities for the web document classification task [4]. Also, Bartell et. al. investi-
gated query-centric inter-document similarities [5], and Tombros and van Rijsbergen
proposed query-specific similarities [6]. The results of these works could be verified
only through a direct evaluation of similarity metric.

One requirement of direct evaluation is to prove its co-relatedness to the retrieval
performance. If some evaluation method satisfies the requirement, then using only direct
evaluation without the retrieval evaluation would be meaningful. To this end, we noted
Voorhee’s nearest neighbor test (NNT) to check how many top nearest neighbors of
a relevant document are co-relevant of the document to a given query [7]. Intuitively,
NNT is related to the retrieval performance, since it is a directly related test to the goal
measure of how much a given inter-document similarity satisfies CH. Empirically, we
found that NNT is highly co-related to the retrieval performance on standard TREC test
collections.

2 Review of Nearest Neighbor Test and Further Extension

For a given document, Voorhee’s NNT examines whether or not its top nearest neigh-
bors are co-relevant to the given document, by counting the number of co-relevant
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documents from the set of neighbors. Originally, Voorhee checked only 5 nearest neigh-
bors, so she called it 5NN.

In fact, Voorhee’s NNT defines a well-understandable IR task, since nearest neigh-
bors are generated as a ranked list. NNT defines three necessary elements to define an
IR task - a query, a document set, and relevant judgment as follows:

Query Relevance Judgment Document set
A relevant document to a
given topic

The set of co-relevant docu-
ments to a query document

An entire test collection

For each query-document, we can calculate all popular IR evaluation metrics such
as AP (average precision), Pr@5 (precision at 5 documents) or Pr@10 (precision at 10
documents). NNT’s final value is the average of one evaluation measure over a query
set. As a result, NNT’s evaluation measure becomes the same as IR evaluation mea-
sures. To discriminate NNT’s performance measure from the traditional IR measure, we
attach “NNT” to the acronym of the measure. Thus, the corresponding NNT’s measures
of MAP and Pr@5 become NNT-MAP and NNT-Pr@5. Voorhee’s 5NN corresponds to
NNT-Pr@5.

3 Evaluation of NNT

Our evaluation goal is to examine whether or not NNT is co-related to the retrieval
effectiveness of cluster-based retrieval. To this end, we constructed several different
inter-document similarities in an automatic manner, calculated NNT’s performance and
the performance of cluster-based retrieval for each similarity, and evaluated the co-
relatedness between two different performances.

For evaluation, we used two TREC test collections - TREC4-AP and WT2G where
TREC4-AP is the sub-collection of Associated Press in disk 1 and disk 2 for TREC4.
We used language modeling approaches for the retrieval model, since recent successful
works of cluster-based retrieval have been derived from them. As a smoothing method,
we selected Dirichlet-prior model due to its superiority to other smoothing methods.

For cluster-based retrieval, we used document expansion where the set of nearest
documents of a document is used as a cluster. Then, we linearly combined the score of
the cluster and a document to produce a final document score.

scoreCR(Q,D) = αscoreCR(Q,D)+ (1 − α)scoreCR(Q,CD) (1)

where score(Q,D) is the similarity score which the retrieval model produces for doc-
ument D to query Q, α is an interpolation parameter, and CD is a cluster of D. Our
combination method is somewhat different from Kurland’s interpolation [1]. Kurland
combined them with the mixture model at a probabilistic level, while we combined
them at a score level. Thus, our method belongs to the fusion method. We found that
the fusion method is less-sensitive to the interpolation parameter than Kurland’s prob-
abilistic mixture model, and comparably performs to Kurland’s one. Two smoothing
parameters are necessary, where one is a cluster-dependent smoothing parameter to cal-
culate score(Q,CD), and another is a document-dependent parameter for score(Q,D).
These parameters are tuned for each test collection.
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Inter-document similarities are calculated by score(D,D′) where D and D′ are docu-
ments, and D is a query document. However, we need various inter-document similari-
ties with different qualities. For this, we selectively used contents in the query document
D when calculating score(D,D′), by using pseudo document Dβ as a query document
instead of the original document D. Here, β is a parameter to control how many terms
of original document D are used in Dβ. As β increases, more terms are used in Dβ. To
construct a pseudo document Dβ, assume that θD is the document model of D. Initially,
Dβ is the empty set. We sorted the terms in document D according to P(w|θD). Then,
we added the term w to Dβ one by one, but stopping the addition if the summation of
probabilities of terms in Dβ is equal to or larger than β (i.e. ∑w P(w|θD) ≥ β). Finally,
term frequency of w of Dβ is proportional to P(w|θD), and the length of document of
Dβ is adjusted to the length of original document D. In this way, we constructed seven
different types of pseudo document Dβ, where β is one of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.8. As a result, we obtained seven inter-document similarities with different qualities.
Note that P(w|θD) from MLE makes the probability of common terms not-small. Thus,
we used the parsimonious document model for P(wθD) to assign more probabilities to
topical terms than common terms [8].
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Fig. 1. NNT-MAP versus MAP in TREC4-AP and WT2G

Figure 1 shows the graphs of plotting NNT-MAP (NNT) and MAP (retrieval per-
formance) for inter-document similarities with different βs, in TREC4-AP and WT2G.
#NN indicates the size of the set of nearest neighbors used for cluster-based retrieval,
and Baseline the performance of pure document clustering (α = 1 in Eq. (1)). As shown
in Figure 1, as NNT-MAP increases, MAP becomes larger. From this graph, we can see
that NNT’s performance is highly related to the retrieval performance.

We performed Spearman’s rank correlation test to obtain the correlation coefficients
and the statistical confidence value on whether or not the correlation is statistically
meaningful. Spearman’s rank correlation test is useful when the distribution of data
is unknown, and the number of data is small. Spearman’s rank correlation coefficient
(SRCC) is a value between -1 and 1, meaning that data are highly-correlated if SRCC
is close to 1 or -1.
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Table 1. SRCC and p-value of NNT’s and retrieval performance when NNT-MAP (or NNT-
Pr@10) is used for NNT’s performance. SRCCs of NNT-MAP and NNT-Pr@10 are the same.

TREC4-AP WT2G
SRCC p-value SRCC p-value

#NN = 10 0.8214 0.023449 0.9643 0.000454
#NN = 30 1.0000 0.000000 0.9643 0.000454
#NN = 50 1.0000 0.000000 0.8214 0.023449

Table 1 shows SRCC, p-value of the Spearman’s test for each test collection, when
NNT-MAP and NNT-Pr@10 are selected for NNT’s performance. Note that SRCC
closes to 1, and its p-value is very low for both of NNT-MAP and NNT-Pr@10. SRCC
is the same for two NNT’s measures in that their performance values are different but
their ranks are the same. It implies the high correlation between NNT’s performances
and retrieval performance.

4 Conclusion

This paper verified that Voorhee’s NNT is an effective method for directly evaluating
the inter-document similarity in terms of cluster-based retrieval. As a result, one can
directly compare a complicated inter-document similarity with the traditional similarity
without performing the inefficient evaluation based on cluster-based retrieval.
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Abstract. This paper investigates the detection of named entity (NE) patterns 
by comparing the results of NE patterns resulting from a user analysis and a 
system analysis. Findings revealed that there are difference in NE patterns 
detected by system and user, something that may affect the performance of a 
TDT system based on NE detection. 

Keywords: Named entity, Topic Detection and Tracking (TDT). 

1   Introduction 

Topic Detection and Tracking (TDT) aims to effectively retrieve and organize 
broadcast news (speech) and newswire stories (text) into groups of events. Recent 
approaches to using NE for document representation have been getting more attention 
in TDT [1, 3, 5, 6]. The detection of NE allows us to characterize and detect events in 
documents. Recent research in TDT has investigated NEs rather than words because 
TDT investigates the organization of information by event rather than by subject [1].  
Exploiting NE too has improved the accuracy of the New Event Detection (NED) 
systems [1, 7].  

In this paper, we compare the identification and distribution of NE from a user 
analysis (a user study) and a system analysis (using ANNIE, A Nearly-New 
Information Extraction System) [2]. The contributions made in this work are as 
follows: 

• The comparison is important in order to have a correct classification of named 
entity from user perspective.  

• It is also important in guiding ANNIE to extract NE based on user perspective.  
• Finally, it gives important information on how to assign the correct weights of NE 

for document representation in a TDT system.  

The rest of the paper is organized as follows. Section 2 presents previous work in 
TDT using NEs. Section 3 summarises the results of the user study. Section 4 
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discusses the experimental analysis, the experimental results and the comparison of 
the user analysis with the system analysis. Finally we wrap up the conclusions in 
Section 5. 

2   Related Work 

In recent years, several efforts have been made on exploiting NE for document 
representation to improve TDT systems. Yang et al. [5] investigated and focused on 
location NE for document representation. The DOREMI research group also looked 
at people and location NE to obtain a final confidence score for each story [3].  

Kumaran and Allan [1] split document representation into two parts: named 
entities and non-named entities. It was found that some classes of news such as 
Elections, Accidents, Violence and War, New Laws, Sports News, Political and 
Diplomatic Meetings, could achieve better performance using NE representation 
While some other classes of news could achieve better performance using non-NE 
representation. Kuo et. al [6] investigated the average correlation between POS and 
news genre to model New Event Detection (NED) model.  They revealed that terms 
of different types (e.g. Noun, Verb or Person name) have different effects for different 
genre of stories in determining whether two stories are on the same topic. For 
example, the names of election candidates (Person name) are very important for 
stories of election class; the locations (Location name) where accidents happened are 
important for stories of accidents class.  

However no previous research has investigated NE patterns from the user 
perspective. A better document representation in TDT system comes from having a 
good understanding of NE patterns from the users. Thus, it is important to identify NE 
patterns from the user perspective to achieve a better understanding of how system 
should use NEs. We compare NE patterns from a user analysis and system analysis. 
This is where we achieve a clear view of what are the NE that people might care most 
about and at the same time to investigate what are the NE that the system concern 
most.  

3   User Study 

We conducted a user study in early February and March 2007. The respondents are 
the postgraduate students from the Scottish Centre for Journalism Studies (SCJS) of 
the University of Strathclyde.  They were required to give the important keywords 
that best describe the documents given, classify the keywords according to which type 
of NE is being mentioned and tick their importance level relative to the content of the 
document [4]. 

This study revealed that there is a significant difference in the distribution of NE 
within domains. What and Who are the top NE across domains. The sequence of  
NE distribution was identical across news domains, with What more than Who NE 
followed by Where NE and the least was When NE.  This is interesting since the 
results shows that when humans analyze the documents they pick more What NE. We 
found that there is no significant relationship between the importance level of NE and 
news domains, indicating that the importance level is domain independent. What is 
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the top NE but it is not necessarily Very Important across news domains and although 
When has 0% of occurrence in Government but it can be Very Important type of NE. 
The level of agreement in the keywords selected among the respondents for the same 
document varies across genre. The respondents agreed more often for Entertainment 
documents and least often agreed for Economy documents. Thus, the keywords given 
are dependent on the person who is doing the detection based on their interest and 
familiarity with the genre of documents.  

Results from the user study revealed the user perception on how often NE occurred 
and how important are NE across domains. This reflects the user interest by showing 
what are the NE that user care most about and pay less attention to. We believe by 
comparing results from the user and a system analysis could help to present an ideal 
NE pattern from the user aspect. 

4   System Analysis 

We used ANNIE that has been developed using GATE [2]. ANNIE is an information 
extraction component of GATE which we use for its accurate entity, pronoun and 
nominal co-references extraction. In this section, we discuss how ANNIE processed 
the same documents as in our user study to discover NE patterns. The documents 
were processed with the standard indexing method including stemming and removal 
of stop words. 

4.1   ANNIE (A Nearly-New Information Extraction System) 

ANNIE is able to recognize proper nouns, person, organizations, dates and locations 
and pronominal coreferencing improving the quality of the named entity recognition. 
We have classified named entities into 4 W’s. Person and Organization is classified 
as Who, Location is classified as Where, Date is classified as When, and other token is 
classified as What.  

Different words expressing the same entity may also be present where we looked at 
coreferenced words discovered by ANNIE. For example, for the document shown in 
Figure 1, ANNIE would create the following coreferenced list: Egyptian President Hosni 
Mubarak, Egyptian President, Hosni Mubarak, Mr Mubarak.  

4.2   Comparison of NE Patterns between a User Analysis and a System Analysis 

Figure 2 shows the comparison of NE patterns between a user analysis and a system 
analysis. 

…Egyptian President Hosni Mubarak has warned that hanging former Iraqi leader
Saddam Hussein will lead to even more bloodshed in Iraq. A Baghdad court condemned
Saddam Hussein to death on Sunday for the killing of 148 Shia Muslims after a 1982
assassination attempt against him. Mr Mubarak said hanging the former president would
only exacerbate ethnic and sectarian divisions between Iraqis.

 

Fig. 1. Nominal coreference of ANNIE  
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Comparison of NE pattern between a User Analysis 
and a System Analysis
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Fig. 2. Comparison of NE pattern 

The result is interesting as What NE (35.0%) is perceived as being more frequent 
to be detect in a system analysis. This is followed by Who NE (27.4%), Where NE 
(22.5%) and the least was When NE (15.1%). The highest percentage of Who NE was 
in Entertainment (44.7%) and When NE was in Economy (32.4%).  While What NE 
(37.7%) and Where NE (38.9%) has the highest percentage in Politics.  

Findings revealed that users detect more of What NE (50.4%) and Who NE 
(32.7%) to appear in the documents when looking for information or news. 
Surprisingly What NE (35.0%) and Who NE (27.4%) are not as popular to occur in 
the system analysis. This difference is due to the fact that users have a richer notion of 
What rather than the system. They also have a richer notion of Who NE but not as 
much as What NE. For example users classify person, location, special occasion, 
programme as being What NE while the system would not. Classification of What NE 
by the users is relative to the content of the documents that makes the notion of What 
even subjective.  

However, the user seems to care less about When NE (2.2%) compared to the system 
(15.1%).  Users detect figures such as 2006, February and 20 years as When NE while 
system accept a rich notion of date such as last year, this month, yesterday to be 
accepted as When NE. This revealed that humans might care about relative dates when 
searching for recent documents such as newswires but humans usually don’t see dates 
as important descriptors of documents. In addition, reporters and print journalists love to 
use relative dates for good reasons and it is the nature of journalism. 

For What and Who NE we are in a situation where user would detect more of these 
NEs but the system detects less of them. However, system detects more When and 
Where NE, but users care less about them. One explanation of these differences is 
related to the importance level of NE given by users whom are more selective in 
detecting the NE they care about. Figure 3 shows an example of the document in the 
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….. US President George W Bush has made a brief but controversial visit to Indonesia for
talks with his opposite number, Susilo Bambang Yudhoyono. The two men met in the
Javan city of Bogor and discussed security, trade and health issues.

 

Fig. 3. Selection of NE from the importance level 

user study and how the detection of NE differs from the system. Users detect 
Indonesia as Where NE but not Bogor, which they don’t see as important. Though, 
the system would detect Indonesia and Bogor as Where NE. 

5   Conclusions and Future Work 

This paper compares how identification of named entities differs between human and 
machine. This evaluation is important to improve the performance of techniques for 
topic detection as it depends on the correct classification of named entities. It is also 
important to identify the correct weights to be assign for document representation in a 
TDT system. The comparison revealed that people care most about What and Who NE 
but the system detects less of these. Users have a richer notion of What NE compare 
to the system. The detection of NE also relate to the importance level and the content 
of the documents. This is how we looked at NE patterns in an interactive way and 
obtained better news story representation by better understanding of NE patterns.  

For future work, we want to refine how we classify things as being What and Who 
NE since the user has a rich notion of them. We are not only considering the 
distribution of NE but also their importance. There should be a procedure to decide 
whether the term is important by looking at the term frequency and terms that appear 
on the headlines. 
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Abstract. Inter-document similarity is the critical information which determines
whether or not the cluster-based retrieval improves the baseline. However, a theo-
retical work on inter-document similarity has not been investigated, even though
such work can provide a principle to define a more improved similarity in a
well-motivated direction. To support this theory, this paper starts from pursuing
an ideal inter-document similarity that optimally satisfies the cluster-hypothesis.
We propose a probabilistic principle of inter-document similarities; the optimal
similarity of two documents should be proportional to the probability that they
are co-relevant to an arbitrary query. Based on this principle, the study of the
inter-document similarity is formulated to attack the estimation problem of the
co-relevance model of documents. Furthermore, we obtain that the optimal inter-
document similarity should be defined using queries as its basic unit, not terms,
namely a query-based similarity. We strictly derive a novel query-based simi-
larity from the co-relevance model, without any heuristics. Experimental results
show that the new query-based inter-document similarity significantly improves
the previously-used term-based similarity in the context of Voorhee’s evaluation
measure.

1 Introduction

The cluster-hypothesis is a widely accepted concept to the community of information
retrieval, guiding the study of the cluster-based retrieval [1]. From this, researchers
have investigated the study of cluster-based retrievals, implicitly assuming that the
inter-document similarity which they use well-satisfies the cluster-hypothesis. Basi-
cally, since a retrieval model itself can be directly used to calculate an inter-document
similarity, researchers have used the term-based inter-document similarity that the re-
trieval model defines, without a serious concern, i.e. one document among two docu-
ments is regarded as a query [2,3,4,5].

However, inter-document similarity which is adequate to a cluster-based retrieval
may not be a term-based similarity. Without any theory of the inter-document similar-
ity, we should not decide whether or not the inter-document similarity is a term-based
similarity that a retrieval model defines. This is one of the reasons why we require a
theory of an inter-document similarity. Unfortunately, previous works have not investi-
gated it.

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 684–688, 2008.
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This paper theoretically pursues an ideal inter-document similarity which optimally
satisfies the cluster hypothesis. For this, we propose a probabilistic principle of inter-
document similarities; the optimal similarity of two documents should be proportional
to the probability that they are co-relevant to an arbitrary query, i.e. the inter-document
similarity is obtained from the estimation of the co-relevance model of documents. Our
notable result from this investigation is that an inter-document similarity is not term-
based, but should be defined by using a query as its basic unit, namely the query-based
inter-document similarity. This result attacks the implicit assumption of previous re-
searches which simply use a retrieval model for inter-document similarity. Beside this
theoretical reason, the use of query as a basic unit is intuitively reasonable. Because
a term is not a conceptual or semantic unit but a syntactic unit, there are ambiguities
of terms when they are represented in a document, where the meaning of a term is
dependent to the context.

To formulate a query-based similarity, we develop an approximated estimation of the
co-relevance model, and derive a novel query-based similarity without any heuristics.
Experimental results show that the newly defined query-based inter-document similar-
ity significantly improves the previously-used term-based similarity in the context of
Voorhee’s evaluation measure [3]. From an intuitive reason, the theoretical justifica-
tion and the empirical success, the query-based similarity has a potential to resolve the
limitation of previous term-based similarities.

2 Query-Based Inter-Document Similarity from Co-relevance
Model

2.1 Probabilistic Principle of Inter-Document Similarity

The probabilistic principle of inter-document similarity is formulated as follows:

Probabilistic principle of inter-document similarity (PPSIM): Optimal inter-
document similarity that best satisfies the cluster-hypothesis should be assigned in pro-
portional to the co-relevance probability of two documents for a given query. Formally,
let us assume that sim(D,D′) is inter-document similarity of two document D and D′,
and P(CoRel|D,D′) is the probability that two documents are co-relevant, namely prob-
abilistic co-relevance model. Then, this principle implies that

sim(D,D′) ∝ P(CoRel|D,D′) (1)

This probabilistic principle of similarity is naturally derived by reversely considering
Van’s cluster-hypothesis.

2.2 Co-relevance Model: Co-relevant Probability of Two Documents

We will further derive the co-relevance model with some assumptions. To simplify the
problem, we assume that a query is the set of terms, thus a query space is a finite set. Be-
cause the relevance is dependent to query, let us rewrite P(CoRel|D,D′) by introducing
the query space.

P(CoRel|D,D′) = ∑
Q

P(CoRel,Q|D,D′) = ∑
Q

P(CoRel|D,D′,Q)P(Q|D,D′) (2)
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Here, we assume that a document and a query have a dependency only via relevance.
Thus, P(Q|D,D′) is simplified to P(Q) since the relevance is not involved. Thus, Eq.
(2) becomes

P(CoRel|D,D′) = ∑
Q

P(CoRel,Q|D,D′)P(Q) (3)

where P(Q) indicates the prior probability of a query, which may be dependent on a user
and the collection. To estimate P(CoRel|D,D′,Q), we consider two different cases.

Relevant documents are known for all queries: When we know the set of relevant
documents, the estimation problem is easily resolved via MLE (Maximum Likelihood
Estimation) as follows:

P(CoRel|D,D′,Q) = P(CoRel|D,D′,RQ) = P(RQ|D,Q)P(RQ|D′,Q) (4)

where RQ is the set of relevant documents for query Q, and P(RQ|D,Q) is δ(D ∈ RQ).

Relevant documents are unknown: Let Rel be a random variable to indicate the
relevance of a document to a query, and Rel be a random variable to indicate the
non-relevance of a document. Without relevance set, a reasonable approximation for
P(RQ|D,Q) is P(Rel|D,Q) i.e. the probabilistic relevance model. As a result, the origi-
nal co-relevance model is decomposed into two separate relevance probabilities of two
documents as follows:

P(CoRel|D,D′,Q) = P(Rel|D,Q)P(Rel|D′,Q) (5)

Fortunately, note that the estimation of P(Rel|D,Q) is the basic starting point to de-
rive the ranking formulas of many popular retrieval models. Recently, according to
Roelleke’s work [6], the probabilistic retrieval model, the language modeling approach,
and the Poisson model are the approximation of P(Rel|D,Q) with different assump-
tions. Here, we will present the approximation of P(Rel|D,Q) for the language model-
ing approach. From the Bayesian theorem, P(Rel|D,Q) is re-written by

P(Rel|D,Q) =
P(D,Q,Rel)

P(D,Q)
=

P(D,Q,Rel)
P(D,Q,Rel)+ P(D,Q,Rel)

(6)

Roelleke showed that P(D,Q,Rel) and P(D,Q,Rel) in the language modeling
approaches are decomposed as follows:

P(D,Q,Rel) = P(Q|D,Rel)P(D|Rel)P(Rel)
P(D,Q,Rel) = P(Q|D,Rel)P(D|Rel)P(Rel) (7)

Assume that terms in query Q are independent from each other when Rel or Rel is
given. Then, P(Q|D,Rel) and P(Q|D,Rel) are

P(Q|D,Rel) = ∏
w∈Q

P(w|D,Rel) P(Q|D,Rel) = ∏
w∈Q

P(w|D,Rel) (8)

Note that the language modeling approaches discard the relevance concept, i.e. there
is no relevance model. Instead, one global collection model which plays dual roles of
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relevant and non-relevant models is introduced. This dual role of collection model is
reasonable, since both set of relevant and non-relevant documents are included in the
given collection. However, we can agree that the collection model is too rough to ap-
proximate a relevant model. This roughness can be resolved from document language
model P(w|D) by regarding P(Q|D,Rel) as the mixture model of P(w|D) and the col-
lection model as follows:

P(w|D,Rel) = (1 − λ)P(w|D)+ λP(w|C) (9)

This mixture model can be understandable if we agree that P(w|C) is introduced for
modeling the common terms in relevant documents. Different from relevant model, the
collection model P(w|C) is a well-approximation for non-relevant model. Thus,

P(w|D,Rel) = P(w|C) (10)

where P(w|C) is used for modeling not only topical terms but also common terms in
non-relevant documents. In addition, we assume that prior probabilities - P(D|Rel) and
P(D|Rel) are uniformly distributed over all documents, resulting in that P(D|Rel) and
P(D|Rel) are the same as 1/N. Then, P(D,Rel)/P(D,Rel) becomes P(Rel)/P(Rel).

By using all these considerations, P(Rel|D,Q) is obtained by using the following re-
lationship between the posterior probability P(Rel|D,Q) and the likelihood ratio
O(Rel|D,Q).

P(Rel|D,Q) =
P(D,Q,Rel)

P(D,Q,Rel)+ P(D,Q,Rel)
=

O(Rel|D,Q)
O(Rel|D,Q)+ 1

(11)

where O(Rel|D,Q) is defined as P(D,Q,Rel)/P(D,Q,Rel) is formulated as follows:

O(Rel|D,Q) =
P(Rel)
P(Rel)

λ|Q| ∏
w∈Q

(
(1 − λ)P(w|D)

λP(w|C)
+ 1.0

)

(12)

3 Experimentation

We used two small test collections - MED and CISI. Although we require numerous
queries, only test query topics are available in test collections, and they are too small.
To resolve it, we used randomly generated queries from a given collection. To generate
a random query, we select a source document to generate query terms. Then, terms are
automatically generated based on a unigram language model and a bigram language
model of a document. The unigram language model is used to generate the first term,
and then subsequent terms are generated from the bigram model. From this automatic
procedure, we constructed 1,000,000 counts of random queries.

For evaluation, we used Voorhee’s nearest neighbor test (NNT) to check how many
among top nearest neighbors of a relevant document are co-relevant to the document to a
given query [3]. Because Voorhee’s test is the evaluation of a ranked list, all evaluation
measures of information retrieval can be utilized. Thus, we considered MAP (Mean
Average Precision), and Pr@X (Precision at X documents). To avoid the confusion
with the tradition measure, we call them NNT-MAP and NNT-Pr@X, respectively.
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Table 1. NNT-MAP of query-based similarity for the different Ns

Coll. Similarity Measure N = 10 N = 30 N = 50 N = 70 N = 100
MED Term-based 0.4399

Query-based (Eq.(4)) 0.4585 0.5159 0.4938 0.4572 0.4034
Query-based (Eq.(5)) 0.4564 0.5186 0.5050 0.4767 0.4323

CISI Term-based 0.1912
Query-based (Eq.(4)) 0.1752 0.1990 0.2104 0.2180 0.2243
Query-based (Eq.(5)) 0.1739 0.1972 0.2089 0.2168 0.2238

Table 1 shows the final NNT-MAP after 1,000,000 queries are used to the estimation
of co-relevance model. To efficiently calculate the estimation of co-relevance model, we
assumed that only top N retrieved documents for each query have non-zero probabilities
of P(Rel|D,Q) (P(Rel|D,Q) is zero for other documents). Two query-based similarities
are used - 1) a naive query-based similarity using the co-relevance model from MLE
(Eq. (4)) is presented by assuming that top N retrieved documents are relevant (all other
ones are non-relevant), 2) the proposed query-based similarity using the co-relevance
model from the retrieval model (Eq. (5) and Eq. (11)). Both of two query-based similar-
ity measures significantly improve the term-based similarity over most of Ns. Among
two query-based similarities, there is no difference between two query-based similari-
ties in CISI. However, in MED, the proposed query-based similarity (Eq. (5)) is more
robust than naive one (Eq. (4)) when N is 50, 70 or 100.

4 Conclusion

This chapter proposed the probabilistic principle for inter-document similarity, and de-
rived query-based inter-document similarity metric based on probabilistic co-relevance
model. Experimental results show that the query-based metric can significantly improve
the traditional term-based metric in terms of Voorhee’s NNT.
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Abstract. We investigate the potential of coherence-based scores to pre-
dict query difficulty. The coherence of a document set associated with
each query word is used to capture the quality of a query topic aspect.
A simple query coherence score, QC-1, is proposed that requires the av-
erage coherence contribution of individual query terms to be high. Two
further query scores, QC-2 and QC-3, are developed by constraining QC-
1 in order to capture the semantic similarity among query topic aspects.
All three query coherence scores show the correlation with average pre-
cision necessary to make them good predictors of query difficulty. Simple
and efficient, the measures require no training data and are competitive
with language model-based clarity scores.

1 Introduction

Robustness is an important feature of information retrieval (IR) systems [7]. A
robust system achieves solid performance across the board and does not display
marked sensitivity to difficult queries. IR systems stand to benefit if, prior to
performing retrieval, they can be provided with information about problems
associated with particular queries [4]. Work devoted to predicting query difficulty
[1, 2, 3, 5, 8] is pursued with the aim of providing systems with the information
necessary to adapt retrieval strategies to problematic queries. We investigate
the usefulness of coherence-based scores in predicting query difficulty. The query
coherence scores we propose are inspired by the gene expression coherence score
used in the genetics literature [6], which functions as a measure of clustering
structures. They are designed to reflect the quality of individual aspects of the
query, following the suggestion that “the presence or absence of topic aspects in
retrieved documents” is the predominant cause of current system failure [4].

We use document sets associated with individual query terms to assess the
quality of query topic aspects (i.e., subtopics), noting that a similar assump-
tion proved fruitful in [8]. We consider that a document set associated with a
query term reflects a high-quality query topic aspect when it is: (1) topically
constrained or specific and (2) characterized by a clustering structure tighter
than that of the background document collection. These two characteristics are
captured by coherence and for this reason we chose to investigate the potential
of coherence-based scores. Like the clarity score [2, 3], our approach attempts
to capture the difference between the language usage associated with the query
and the language usage in the background collection. Our approach promises

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 689–694, 2008.
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low run-time computational costs. Additionally, our query coherence scores do
not require training data as is the case with the method proposed in [8].

We propose three query coherence scores. The first query coherence score,
QC-1, is an average of the coherence contribution of each query word and has
only the effect of requiring that all query terms be associated with high-quality
topic aspects. This score is simple and efficient. However, it does not require
any semantic overlap between the contributions of the query words. A query
topic composed of high-quality aspects would receive a QC-1 score even if those
aspects were never reflected together in a collection document. Hence, we develop
two further scores, which impose the requirement that, in addition to being
associated with high-quality topic aspects, query words must be topically close.
The second query coherence score, QC-2, adds a global constraint to QC-1. It
requires the union of the set of documents associated with each query word to
be coherent. The third score, QC-3, adds a proximity constraint to QC-1. It
requires the document sets associated with individual query words to exhibit a
certain closeness. QC-2 and QC-3 require more computational effort than QC-1,
but fail to demonstrate an improved ability to predict query difficulty.

The next section further explains our coherence-based scores. After that we
describe our experiments and results. We conclude with discussion and outlook.

2 Method

Given a document collection C and query Q = {qi}N
i=1, where qi is a query term,

Rqi is the set of documents associated with that query word, i.e., the set of doc-
uments that contain at least one occurrence of the query word. The coherence
of Rqi reflects the quality of the aspect of a query topic that is associated with
query word qi. The overall query coherence score of a query is based on a com-
bination of the set coherence contributed by each individual query word. Below,
we first discuss set coherence and then present our three query coherence scores.

2.1 The Coherence of a Set of Documents

The coherence of a set of documents is defined as the proportion of “coherent”
pairs of documents in the set. A pair of documents is “coherent” if the similarity
between them exceeds a given threshold. Formally, given a set of documents
D = {di}M

i=1 and threshold θ, we have

δ(di, dj) =

{
1 if similarity(di, dj) ≥ θ,
0 otherwise.

i �= j ∈ {1, . . . , M} (1)

where the similarity between documents di and dj can be any similarity metric;
here we use the cosine similarity as an example. The coherence of the document
set D is defined as

SetCoherence(D) =
∑

i�=j∈{1,...,M} δ(di,dj)
M(M−1) . (2)

Set coherence is a measure for the relative tightness of the clustering of a specific
set of data with respect to the background collection. In a random subset drawn
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Fig. 1. Distribution of document similarities from subsets of TREC AP89+88. (A)–
(C) Randomly sampled 50, 100, and 500 documents, respectively; (D) RQ determined
by query21, SetCoherence(RQ21) = 0.8483; AP(Q21)=0.1328; (E) RQ determined
by query57, SetCoherence(RQ57) = 0.7216; AP(Q57)=0.0472; (F) R determined by
query75, SetCoherence(RQ75) = 0.2504; AP(Q75)=0.0027.

from a document collection, few pairs of documents have high similarities. Plots
A, B, and C in Figure 1 show that pairs having similarity scores higher than the
threshold θ (the vertical line) are proportionally rare cases in a random sample,
independently of sample size. Plots D, E and F show the distribution of document
similarities for a collection subset associated with a one-word query, which we
use to illustrate the properties of the Rqi , the collection subset associated with
a single query word qi. Plots D, E, and F are ordered by decreasing coherence
score, which can be seen to correspond to an increasing proportion of dissimilar
document pairs. Plot F approaches the distribution of the random samples from
the background collection. Initial support for the legitimacy of our approach
derives from the fact that across these three queries decreasing set coherence of
Rqi corresponds to decreasing average precision.

2.2 Scoring Queries Based on Coherence

For a given query Q = {qi}N
i=1, we propose three types of query coherence scores.

The first requires that each query word have a high contribution to the coherence
of the query. This score reflects the overall quality of the aspects of a topic.

QC-1 Average query term coherence

QC -1 (Q) = 1
N

∑N
i=1 SetCoherence(Rqi), (3)
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where SetCoherence(Rqi) is the coherence score of the set Rqi determined by the
query word qi. This score is simple, but leaves open the question of whether query
aspects must also be semantically related. Therefore, we investigate whether
QC-1 can be improved by adding limitations that would force the Rqi ’s to be
semantically constrained. The second query coherence score adds a constraint
on global coherence, multiplying QC-1 by the coherence of RQ =

⋃N
i=1 Rqi .

QC-2 Average query term coherence with global constraint

QC -2 (Q) = SetCoherence(RQ) 1
N

∑N
i=1 SetCoherence(Rqi). (4)

The third query coherence score adds a constraint on the proximity of the Rqi ’s,
multiplying QC-1 by the average of the closeness of the centers of the Rqi ’s.

QC-3 Average query term coherence with proximity constraint

QC -3 (Q) = S
N

∑N
i=1 SetCoherence(Rqi ) (5)

S =

∑N
l �=k Similarity(c(qk ), c(ql ))

N(N − 1)
(6)

where S is the mean similarity score of each pair of cluster centers of the Rqi ’s.
Below, we compare the performance of these three query coherence scores.

3 Evaluation

We run experiments to analyze the correlation between the proposed query co-
herence scores and the retrieval performance. Following [2], TREC datasets AP88
and AP89 are selected as our document collection. We use TREC topics 1–200
with the “title” field. The threshold θ is determined heuristically: we randomly
sample different numbers of documents from the collection, and take the mean of
the similarity scores at the top 5% of each sampled document set as the value of
θ. For large sets R (e.g., > 10, 000 documents), we approximate the SetCoherence
by using the “collection” score (the threshold θ); a set R with many documents
has a SetCoherence similar to the collection.

We use Spearman’s ρ to measure the rank correlation between the coherence
score and the average precision (AP). The higher this correlation, the more
effective the scoring method is in terms of predicting query difficulty. Different
retrieval models are applied so as to show stability across models.

Table 1 shows that all three coherence scores have significant correlation with
AP. However, QC-2 and QC-3 do not have a substantially stronger predictive
ability than QC-1, though they take the semantic relation between query words
into account. Since the coherence score is the proportion of the “coherent pairs”
among all the pairs of data points, and the similarity score can be pre-calculated
without seeing any queries, the run-time operation for QC-1 is a simple counting.
The same holds for QC-2, but with more effort for the extra term RQ. Both are
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Table 1. The Spearman’s correlation of query coherence scores with average precision.
Queries: TREC topics 1–200; document collection: AP89+88.

QC-1 QC-2 QC-3
Model ρ p-value ρ p-value ρ p-value

BM25 0.3295 1.8897e-06 0.3389 0.0920e-05 0.3813 2.5509e-08
DLH13 0.2949 2.2462e-05 0.3096 0.8180e-05 0.3531 2.9097e-07
PL2 0.3024 1.3501e-05 0.3135 0.6167e-05 0.3608 1.5317e-07
TFIDF 0.2594 2.0842e-04 0.3301 0.1805e-05 0.3749 4.5006e-08

Table 2. The Spearman’s correlation of clarity score (CS) and query coherence score
(QC) with AP: the correlation coefficient ρ and its corresponding p-value. The queries
are TREC topics 101–200, using title only. AP values obtained by running BM25;
scores of column 1 taken from [2].

Score CS QC-1 QC-2 QC-3

ρ 0.368 0.3443 0.3625 0.3222
p-value 1.2e-04 4.5171e-04 2.1075e-04 0.0011

much easier to compute than QC-3, which requires the calculation of the centers
of the Rqi ’s. Therefore, taking into account its computational efficiency, QC-1 is
the preferred score. QC-1 is also more efficient at run time than other methods
such as the clarity score [2] and has competitive prediction ability; see Table 2.

4 Conclusions

We introduced coherence-based measures for query difficulty prediction. Our
initial experiments on short queries, reported here, show that the coherence
score has a strong positive correlation with average precision, which reflects the
predictive ability of the proposed score. As similarity scores can be computed
offline or at indexing time, this method promises run-time efficiency. Moreover,
as the only parameter, θ, is obtained from the background collection, the method
requires no training data. We plan to evaluate our coherence scores on more and
larger data sets, e.g., the collection used in the TREC Robust track, as well as
to investigate their behaviors on long queries. We will also use our approach in
applications such as resource selection, and selective query expansion.
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Abstract. We show that a cluster-skipping inverted index (CS-IIS) is a practical 
and efficient file structure to support category-restricted queries for searching 
Web directories. The query processing strategy with CS-IIS improves CPU time 
efficiency without imposing any limitations on the directory size. 

1   Introduction 

Web directories typically involve a hierarchy of categories and employ human editors 
who assign Web pages to corresponding categories. Web surfers make use of such 
directories either for merely browsing, or issuing a query under a certain category that 
they have chosen (i.e., a category-restricted search [4, 5]).   

In the earlier works [4, 5], a simple way of processing the category-restricted 
queries is described as follows. The system first determines the categories that are 
under the user specified category, i.e., the sub-tree (or graph, more generally) rooted 
at the user’s initial category selection (step 1). This set constitutes the target 
categories. Next, the query is processed using an inverted index over the entire 
document collection in the directory and a candidate result set is obtained (step 2). 
Finally, to obtain the query output, the documents that are not from the target 
categories found in the first step are eliminated from the candidate result set (step 3). 
In this paper, this is referred to as the baseline method.  

The baseline method is not very efficient: The document selection step uses the 
entire index without making use of the target categories, which is known at that time. 
This means several accumulators are updated and extracted, just to be eliminated at 
the very end. Furthermore, the candidate elimination step requires to check the 
category of (at least) the top-N candidate documents, and this would require N 
separate disk accesses if the data structure mapping documents to categories is kept 
on disk. In [1], several alternatives to the above baseline query processing strategy are 
discussed to allow the use of the target categories as early as possible in the document 
selection stage. In particular, if it is possible to store the entire mapping of documents 
to categories in the main memory, then the query processor can avoid computing 
partial similarities for documents that are not in target categories without making any 
disk accesses. However, this approach would again suffer if the inverted index is 
compressed, which is a typical practice. In this case, the query processor would still 
waste CPU cycles for decoding some postings, just to be discarded when it is realized 
that they are not from the target categories. 

In the literature, cluster-skipping inverted index structure (CS-IIS) is introduced for 
efficient cluster-based retrieval [2, 3, 6]. In this paper, we propose to adapt the CS-IIS 
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Fig. 1. A hierarchical taxonomy and the corresponding CS-IIS. Given the query = {t2, t3} that is 
restricted to C1, the query processor first identifies the target categories (C1, C3 and C4, as 
shown within dotted lines) and then processes posting lists. Note that, only the shaded parts of 
the posting lists are processed and the rest is skipped.  

as a practical and efficient choice to combine the last two steps of the baseline 
approach. Thus, the major contribution of this work is demonstrating how CS-IIS can 
be employed in a hierarchical clustering framework, such as a Web directory, and 
how exactly the gains or costs are affected due to some unique properties of this 
framework. The experiments are held using the largest available Web directory 
dataset as provided by Open Directory Project (ODP). This work differs from the 
earlier works [3, 6] in the following ways: i) in the earlier works, an automatic and 
partitioning clustering structure is assumed, whereas the Web directory domain 
involves a hierarchical taxonomy, ii) the previous works involve moderate number of 
categories (although they were quite large figures in the automatic text clustering 
literature) whereas Web directories involve hundreds of thousands of categories, and 
iii) both the data, categorization and queries are real, which makes this environment a 
unique opportunity to show the applicability of the CS-IIS approach.  

2   Category-Restricted Query Processing with CS-IIS  

In CS-IIS, the <document, term frequency> pairs in a posting list are reorganized such 
that all documents from the same category are grouped together, and at the beginning 
of each such group an extra element is stored in the form of <category id, next 
category address>. While constructing the CS-IIS for a hierarchy as in the case of a 
Web directory, documents in a posting list are grouped with the categories under 
which they immediately appear (see Figure 1). This is different from an earlier 
proposal where the signature of the full category path is stored for each document [5].  

During query processing, the target category set is identified by expanding the 
initial category given by the user (e.g., see [4]). Next, for each query term, the 
corresponding posting list is brought to the memory. By comparing the category ids in 
the posting list and in the target categories in a merge-join fashion, accumulators for 
only those documents that are from the target categories are updated. That is, if the 
category id in an inverted list element is not found in the target categories, the 
succeeding documents in the list (for that category) are skipped and the query 
processor jumps to the next category pointed by the “next category address.” When 
all query terms are processed, the non-zero accumulators are only from the targets. 
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3   ODP Dataset Characteristics and Experimental Results  

Dataset. For this study, we use the largest publicly available category hierarchy as 
provided by ODP Web site (www.dmoz.org). After preprocessing and cleaning data 
files, we end up with a category hierarchy of approximately 719K categories and 4.5 
million URLs. For most of the URLs, a one- or two-sentence length description is 
also provided in the data file. In this paper, we use these descriptions as the actual 
documents. Note that, this yields significantly shorter documents (with a few words 
on the average) than usual. Our on-going work involves downloading the actual 
documents from the Web. 

While constructing the hierarchy using the data files, we decided to use narrow, 
symbolic and letterbar tags in the data file as denoting the children of a category. The 
resulting hierarchy is more like a graph than a tree in that only 36% of the categories 
have a single parent. This indicates that, it would be better to keep track of the 
immediate category of a document as in our adaptation in Section 2 (and also the 
approach in [4]) with respect to keeping the entire path (e.g., see [5]), as there may be 
several paths to a particular document.  

We find that a great majority of categories are rather small, i.e., 98% of them 
include less than 50 documents. Furthermore, 93% of the documents (about 4.2 
million) belong to only one category, whereas 6% of the documents belong to two 
parents and only the remaining 1% of the documents appears in three or more 
categories. These numbers are important for CS-IIS, since a posting list needs to store 
the same documents as many times as they appear in different categories. The above 
trends conform the observations in earlier works [4, 5], and show that the waste of 
storage space due to overlapping documents among categories would not be high. 
 
Indexing. After preprocessing, the document description file takes 2 GB on disk. 
During inverted index creation, all words (without stemming) are used except 
numbers and stopwords, yielding 1.1 million terms at the end. The resulting size of 
the typical inverted file (i.e., to be used by the baseline approach) is 342 MB whereas 
the size of the CS-IIS file is 609 MB. Note that, the additional space used in CS-IIS is 
unusually large in comparison to the earlier works (i.e., only 26% more space usage 
was observed in [6]). We attribute two reasons for this outcome, and state their 
remedies as follows: i) the dataset includes too many categories with respect to the 
number of documents. In [6], for instance, a collection of approximately 400K 
documents yields only 1357 clusters, whereas here approximately 4.5M pages are 
distributed to 719K categories. We believe this situation would change for our benefit 
in time, as the growth rate of hierarchy may possibly be less than that of the 
collection. Furthermore, the taxonomy may be populated to reach to a much larger 
collection size using automatic classification techniques. ii) the documents are 
unusually short, as we use just the summaries in this initial stage of our work.  
 
Queries and query processing efficiency. We use two methods for obtaining 
category-restricted queries. First, we prepare a Web-based system which allows users 
(graduate students) to specify queries along with categories and evaluate the results 
(available at http://139.179.11.31/~kesra/bir2/). 

For this paper, we only use 64 category-restricted queries from this system and 
refer to them as manual-category queries. Additionally, we employ the efficiency task 
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Table 1. In-memory query processing efficiency (all average values) 

Query  
set Strategy Query evaluation 

time (sec) 
No. of non-zero 
accumulators 

No. of 
postings read 

Baseline 0.128 17,219 17,339 Manual-
category CS-IIS 0.109 (15%)* 11,758 28,913 

Baseline 0.158 19,900 20,367 Automatic-
category CS-IIS 0.100 (37%)* 250 33,271 

       * Percentage improvement w.r.t. baseline. 

 
topics of TREC 2005 terabyte track. This latter set includes 50K queries, and 46K of 
them are used in the experiments after those without any matches in the collection are 
discarded. This set is referred to as automatic-category queries. 

Notice that, the latter query set lacks any initial target category specification, so we 
had to match the queries to categories automatically. To achieve this, we use all terms 
in categories to compute query-category similarities. At this stage, the well-known 
TF-IDF term weighting with the cosine measure is employed. Next, for each query, 
we find the top-10 highest scoring category and choose a single one with the shortest 
distance to the root (i.e., imitating the typical user behavior of selecting a category as 
shallow as possible [5] while browsing). 

For both query sets, this initial target category is then further expanded, i.e., the 
sub-graph is obtained. In the following experiments, the time cost for obtaining target 
categories is not considered, as this stage is exactly the same for both of the compared 
strategies and can be achieved very efficiently by using the method in [4]. The query-
document matching stage also uses the TF-IDF based weighting scheme and cosine 
similarity measure [6]. Top 100 results are returned for each query. The in-memory 
average query processing (CPU) times are reported in Table 1, as well as the number 
of non-zero accumulators at the end, and the average length of posting lists read. 

Table 1 reveals that for both query sets, using CS-IIS improves the efficiency of 
work done in main memory. This gain is caused by two factors: first, skipping 
irrelevant clusters reduces the redundant partial similarity computations. Secondly, 
but equally importantly, the number of non-zero accumulators at the end of query, 
which are to be inserted into and extracted from a min-heap, is considerably reduced. 
We even favor the baseline strategy by assuming that the document-category mapping 
is in the memory. Note that, the gains would be more emphasized if compression had 
been used, as skipping would also reduce the burden of decoding operations [2]. A 
second observation is that, the manual-category queries apparently cover a larger sub-
graph and thus process more documents for both strategies. Indeed, in that query set, 
55% of the queries are restricted to categories at depth 1. In contrary, the automatic-
category queries usually locate the initial target category in a deeper position in the 
graph. That is why the latter makes much less operations and obtains more gains. 
Nevertheless, we used the same automatic category computation technique for the 
manual-category query set, and observed that most of the returned categories are 
reasonably relevant to queries, but not necessarily the same as the ones as specified by 
the user. Our current work involves a quantitative analysis of target category selection 
and using more sophisticated term weighting schemes to represent categories.  

For the disk access issues, we assume that posting lists are brought to memory 
entirely and discarded once they are used (i.e., no caching). It is possible to read only 
a fraction of the posting lists in the baseline strategy. This is also possible in our 
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approach. Indeed, if the skipping elements are kept at the beginning of each list 
instead of being intertwined with the document postings, reading only a relevant part 
from the disk would be straightforward. Furthermore, it is also possible to sort each 
category’s list with respect to, say, frequency, and dynamically prune the search. 
Lastly, caching (if used) would provide similar improvements for both approaches. In 
Table 1, the difference between the list lengths fetched from the disk is around 12 K 
postings (for manual-category query set), adding up to 96 KB (i.e., 8 bytes/posting). 
Considering a typical disk with the transfer rate of 20 MB/s, the additional sequential 
read cost is only 5 ms, which is clearly less than the in-memory gains for this case. 

4   Discussions and Conclusion 

CS-IIS has some other advantages in comparison to the earlier works in the literature. 
We observe that the real life hierarchies are quite large (in contrast to those in [4, 5]). 
So, it may be difficult to use the signature-file based system as in [5]. The approach 
discussed in [4] enforces an upper limit on the number of categories (e.g., 1024). 
Furthermore, both of these earlier works involve using a part of document id to 
represent its categories, which would require bitwise operations during query 
processing and may complicate the use of typical index compression schemes. On the 
other hand, CS-IIS imposes no limits on neither the size of category nor the number 
of documents and can be practically used in existing systems, even with compression. 

In this paper, the CS-IIS is adapted for hierarchical categories in Web directories to 
allow efficient processing of category-restricted queries. Our preliminary results show 
that, despite the use of very short document descriptions and the imbalance between 
the number of categories and documents, the proposed strategy is quite promising.  
 
Acknowledgments. This work is partially supported by The Scientific and Technical 
Research Council of Turkey (TÜBİTAK) under the grant numbers 105E024 and 
105E065. We thank to İnci Durmaz and Esra Küçükoğuz for processing ODP data. 

References 

1. Altingovde, I.S., Can, F., Ulusoy, Ö.: Algorithms for within-cluster searches using inverted 
files. In: Levi, A., Savaş, E., Yenigün, H., Balcısoy, S., Saygın, Y. (eds.) ISCIS 2006. 
LNCS, vol. 4263, pp. 707–716. Springer, Heidelberg (2006) 

2. Altingovde, I.S., Demir, E., Can, F., Ulusoy, Ö.: Incremental cluster-based retrieval using 
compressed cluster-skipping inverted files. ACM TOIS (to appear) 

3. Altingovde, I.S., Ozcan, R., Ocalan, H.C., Can, F., Ulusoy, Ö.: Large-scale cluster-based 
retrieval experiments on Turkish texts. In: Proc. of SIGIR 2007, pp. 891–892 (2007) 

4. Cacheda, F., Baeza-Yates, R.: An optimistic model for searching Web directories. In: 
McDonald, S., Tait, J.I. (eds.) ECIR 2004. LNCS, vol. 2997, pp. 364–377. Springer, 
Heidelberg (2004) 

5. Cacheda, F., Carneiro, V., Guerrero, C., Viña, Á.: Optimization of restricted searches in 
Web directories using hybrid data structures. In: Sebastiani, F. (ed.) ECIR 2003. LNCS, 
vol. 2633, pp. 436–451. Springer, Heidelberg (2003) 

6. Can, F., Altingovde, I.S., Demir, E.: Efficiency and effectiveness of query processing in 
cluster-based retrieval. Information Systems 29(8), 697–717 (2004) 



Focused Browsing: Providing Topical Feedback for Link
Selection in Hypertext Browsing

Gareth J.F. Jones and Quixiang Li

Centre for Digital Video Processing & School of Computing
Dublin City University, Dublin 9, Ireland
gareth.jones@computing.dcu.ie

Abstract. When making decisions about whether to navigate to a linked page,
users of standard browsers of hypertextual documents returned by an information
retrieval search engine are entirely reliant on the content of the anchortext associ-
ated with links and the surrounding text. This information is often insufficient for
them to make reliable decisions about whether to open a linked page, and they
can find themselves following many links to pages which are not helpful with
subsequent return to the previous page. We describe a prototype focused brows-
ing application which provides feedback on the likely usefulness of each page
linked from the current one, and a term cloud preview of the contents of each
linked page. Results from an exploratory experiment suggest that users can find
this useful in improving their search efficiency.

1 Introduction

Users approach search engines with a wide range of types of information need; some
are very focused, while others are much vaguer. In the latter case the user will often
need to browse through multiple documents to address their information need. When
browsing between documents returned by a standard search engine users rely on the
contents of the item, and in particular the link anchortexts, to determine whether to
select a link and progress their search to the linked item. The available information can
often be insufficient to enable them to make an informed decision, and they often end
up needing to follow a link to determine whether it leads to useful information, and then
returning to the previous page when they determine that it does not.

This paper introduces a new enhanced browsing framework of focused browsing
where the user is provided with feedback on the potential utility of available links from
the current page and a summary preview of the content of linked items in the form of a
term cloud. The principle underlying focused browsing is analogous to the established
concept of focused crawling [3][1]. The goal of a focused crawler is to selectively seek
out web pages relevant to pre-defined topics. Focused browsing aims to focus a user’s
browsing behaviour towards “on topic” pages that will be of interest to them.

The remainder of this paper describes details of our prototype browsing application
and a preliminary pilot user study carried out with this application.

2 Focused Browsing

Conventional information retrieval (IR) systems for hypertext documents do not provide
feedback to a user on the potential utility of links appearing in retrieved documents. This

C. Macdonald et al. (Eds.): ECIR 2008, LNCS 4956, pp. 700–704, 2008.
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is in contrast to adaptive hypermedia (AH) systems designed for constrained domains
where the contents typically comprise manually selected information fragments. These
fragments can be composed into personalised presentations based on complex models
of the user’s goals, preferences and knowledge of the subject at hand. Various naviga-
tion support mechanisms are supported by these systems including link ranking, link
annotation, and link disabling [4] [2].

A recent emergence in web technology is the facility to enable users to add tags
to web content, potentially building up rich descriptions from a community of users.
Browsing of these tags is supported using tag clouds [5] which provide a means for
visualizing groups of tag words. Words to be included in the tag clouds are typically
selected based on frequency of user annotation. The significance of individual words
can be indicated by varying their font size based on their score. These words are then
presented to the user in the form of a simple graphical cloud.

Our focused browsing application provides the user with interactive feedback to sup-
port their browsing. It uses IR methods to score document links. While the models used
are less sophisticated than those typically used in AH systems, they do not have their
domain specific limitations and can easily be applied to any linked documents. A related
more complex approach was introduced in [6]. The concept of tag clouds is extended
to provide term cloud document summaries.

2.1 Link Scoring

In order to assist the user in determining which link they should follow from the current
page, each link is scored with respect to the search request. The intensity of the display
of the link is then selected based on its score relative to others leading from the page.

In our current prototype links are scored using a standard tf × idf approach. After
removal of stop words and Porter stemming, terms are weighted as follows. w(i, j) =
tf(i, j) × log N/n(i), where tf(i, j) is the frequency of term i in the linked page j, N
is the no of pages linked from the current page, and n(i) is the number of them which
contain i.

A matching score is then computed by summing matching term weights between the
user’s search query and each linked document. The scores for each linked page are then
ranked and the links displayed with their intensity determined by their relative rank
score. While the current prototype only uses the query to score the links, many other
factors could be used. For example, a user profile based on current or ongoing browsing
and search behaviour, or an absolute page significance factor such as PageRank [7] or
one based on access behaviour [8].

2.2 Term Clouds

Varying the intensity of the links obviously does not indicate to the user what the linked
pages contain. Indeed the score may actually be misleading if the user changes the focus
of their information need. To further assist the user in determining whether to follow a
link the focused browser makes available a term cloud of each linked page. Term clouds
are related to the “fluid links” introduced in [10].

Term clouds present a simple summary of the linked page in the form of a cloud of
words or phrases taken from the document. Selection of terms is similar to the principles
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used to form query-biased summaries (QBS) in [9]. Term clouds are more compact than
QBSs and are intended to be more efficient in terms of cognitive user interaction and the
display space needed, but use of QBSs as an alternative document visualization method
will be explored in future work.

The components used to select words for inclusion in term clouds are as follows:

Term Weighting. The first word significance score ws1(i, j) is calculated using the
tf × idf function from Section 2.1. The ws1(i, j) is calculated for each non stop term
appearing in each linked document. This is then multiplied by a scaling factor ws1.

Title Term Weighting. Words contained in the title of a document are often important
to its topic. Words appearing in the title of each document are given a boost of a fixed
scalar value ws2.

Location Weighting. Words appearing at the beginning of a document are more likely
than those later in it to be significant to its topic. Words appearing in the first sentence
are given a fixed scalar boost of ws3.

Relationship to Current Document. Assuming that the user’s browsing is focused on
the topic of the current page, we give an additional scalar boost ws4 to terms which
appear in the current document.

Combining the Term Scores. The final combined score for each term is a simple sum
of the four components. The highest scoring ones are then selected for inclusion in the
term cloud. The values of ws1, ws2, ws3 and ws4 were selected empirically based on
experimentation with the small test evaluation site used in our pilot experimental study,
with font size varied according to the combined term score. Values used in the current
prototype are 0.5, 0.2, 0.1, 0.1 respectively.

3 Prototype Application

Figure 1 shows a sample interface from our prototype focused browsing application.
The hyperlinks are highlighted at different levels indicating the estimated utility of each
link to the user as described in section 2.1. In the example the user has moused over the
link to “document retrieval”, in response to this the term cloud shown is produced.

Implementing a practical focusing browsing application requires a tighter integration
between the search engine and browser than is generally the case. Computation of link
scores and term clouds requires access to term data most easily available from a search
engine, thus documents must be displayed from the search engine cache or if they are
downloaded from their original sources, they must be automatically rewritten prior to
display to include variations in link display and include links to term clouds.

4 Pilot Study

To obtain some initial user feedback on our prototype application a small test web-
site was built on the subject of “information retrieval.” This was intended for students
wishing to explore topics in IR by browsing an online learning resource.
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Fig. 1. Prototype Focused Browsing Application

5 test users each entered 5 search queries on the topic of IR giving a total of 25
queries for this pilot study. 3 queries were judged to be off topic and thus not covered
by the test web site; the analysis is thus based on the remaining 22 queries.

Question 1: do the different colour links help you finding target information, how good
it is? A Poor, B good C excellent.

Poor: 7 queries, Good: 13 queries, Excellent: 2 queries.

Question 2: Do you find that the summary (keywords) of the documents accurately
reflect the content of the documents. A very poor, B poor, C good, D very good, E
excellent

Poor: 1 user, Good: 3 users, Very good: 1 user,

These results are reasonably encouraging. However, the test website used for the
experiments was very limited in size and scope, meaning that the users had only very
limited opportunity to actually browse, and the results of this very simple evaluation are
obviously not significant. In order to explore the utility of focused browsing properly,
we plan to incorporate focused browsing into a larger domain specific search tool in the
near future.

5 Conclusions and Further Development

Focused browsing provides feedback to users engaged in the exploration of hypertext
document collections, including the web. The aim being to improve the efficiency with
which they can access the information they require. We have developed a prototype
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application providing feedback using highlighting of available links and term cloud
summaries. Potential extension of the application would be to extend it to make use of
user tags [5] with the term clouds to form term/tag clouds. In further work we will be in-
corporating focused browsing into a larger experimental digital library and conducting
a more formal experimental evaluation.

Acknowledgement

The authors are grateful to Hyowon Lee for technical assistance with graphics and for
the very helpful comments of the reviewers. Work partially supported by European
Community under the Information Society Technologies (IST) programme of the 6th
FP for RTD — project MultiMATCH contract IST−033104. The authors are solely re-
sponsible for the content of this paper. It does not represent the opinion of the European
Community, and the European Community is not responsible for any use that might be
made of data appearing therein.

References
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Abstract. In the named entity normalization task, a system identifies a
canonical unambiguous referent for names likeBush orAlabama. Resolving
synonymy and ambiguity of such names can benefit end-to-end informa-
tion access tasks. We evaluate two entity normalization methods based on
Wikipedia in the context of both passage and document retrieval for ques-
tion anwering. We find that even a simple normalization method leads to
improvements of early precision, both for document and passage retrieval.
Moreover, better normalization results in better retrieval performance.

1 Introduction

The task of recognizing named entities in text, i.e., identifying character se-
quences that refer to items like persons, locations, organizations, dates, etc., has
been studied extensively. The Named Entity Recognition (NER) task has been
thouroughly evaluated within the Conference on Computational Natural Lan-
guage Learning (CoNNL) framework in a language-independent setting; tech-
niques applied to NER range from rule-based [9] to machine learning-based [12,
4]. Though significant progress has been achieved, the task remains challenging
due to a lack of uniformity in writing styles and domain-dependency. Moreover,
NER results are often difficult to use directly, due to high synonymy and ambi-
guity of names across documents [12]. E.g., the strings U.S., USA, America can
all be used to refer to the concept United States of America. Similarly, the string
Washington can be used to refer to different entities (e.g., Washington, DC, or
USA, or George Washington). For information access tasks, such as document
retrieval or question answering, these phenomena may harm the performance.

One approach to addressing these problems is Named Entity Normalization
(NEN), which goes beyond the NER task: names are not only identified, but also
normalized to the concepts they refer to. NEN addresses two phenomena. First,
ambiguity arises when distinct concepts share the same name; e.g., Alabama may
refer to the University of Alabama, the Alabama river, or the State of Alabama.
This calls for the named entity disambiguation. Second, synonymy arises when
different names refer to the same entity; e.g., America and U.S. refering to the
United States of America.

The multi-referent ambiguity problem was considered at the SemEval Web
People Search task [3] and in the Spock Entity Resolution Challenge.1 Both
1 http://challenge.spock.com
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efforts focus on a web search task where the goal is to organize web pages found
using a person name as a search engine query, into clusters where pages within a
cluster refer to the same person. Cucerzan [8] describes a method for addressing
both ambiguity and synonymy; the method uses Wikipedia data and is applied
to news texts as well as to Wikipedia itself.

We investigate the impact of NEN on two specific information access tasks:
document and passage retrieval for question answering (QA). The tasks consist
in finding items in a collection of documents, which contain an answer to a
natural language question. E.g., for the question Who is the queen of Holland?,
an item containing Beatrix, the Queen of the Kingdom of the Netherlands. . . is
a relevant response, given that Holland is used as a synonym of the Kingdom
of the Netherlands. Here, NEN may allow a retrieval system to find the answer
passage which may have been missed with a standard term-based retrieval.

Specifically, we answer the following research questions: (1) Does NEN im-
prove performance of passage or document retrieval for QA? and (2) To what
extent does better entity normalization result in better retrieval for QA? We
describe and compare two Wikipedia-based entity normalization methods and
evaluate their effectiveness in the setting of passage and document retrieval for
QA, using the test collection of the TREC QA track [15].

In Section 2 we review related work. Then, in Section 3, we present two entity
normalization methods. Section 4 provides the details of the experimental setup,
and shows the results. We conclude in Section 5.

2 Related Work

NEN has been studied both in restricted and in open domains. In the domain of
genomics, where gene and protein names can be both synonymous and ambigu-
ious, Cohen [7] normalizes entities using dictionaries automatically extracted
from gene databases. Zhou et al. [16] show that appropriate use of domain-
specific knowledge base (i.e., synonyms, hypernyms, etc., in a certain domain)
yields significant improvement in passage retrieval. For the news domain, Magdy
et al. [12] address cross-document Arabic person name normalization using a ma-
chine learning approach, a dictionary of person names and frequency informa-
tion for names in a collection. They apply their method for normalizing Arabic
names on the documents related to the situation of Gaza and Lebanon taken
from news.google.com. Cucerzan [8] addresses an open domain normalization
task, normalizing named entities with information extracted from Wikipedia
and machine learning for context-aware disambiguation.

3 Named Entity Normalization

We experimented with two versions of an NEN method based on Wikipedia.
Wikipedia is widely used as a rich semantic resource, with natural language
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processing applications ranging from question answering [2] to text classification
[11] to named entity disambiguation [6, 8]. Wikipedia is especially attractive for
the task of entity normalization. It covers a huge number of entities (over 2M ar-
ticle titles as of October 2007), most of them named entities. The anchor text of
inter-article links allows one to identify different text strings that can be used to re-
fer to the same entity or concept. So-called “redirects” provide information about
synonyms or near synonyms (e.g., the article King of pop is empty and redirects
to the article Michael Jackson). Special “disambiguation” pages list possible ref-
erents of ambiguous names (such as George Bush that lists five persons with that
name). Moreover, each Wikipedia entity page has a unique identifier (URL)—a
unique and unambiguous way of refering to the entity.

The baseline NEN method in [8] uses this information in the following manner,
for each surface form recognized as an NE by an NE recognizer. If there is an
entity page or redirect page whose title matches exactly with the surface form,
then the corresponding entity is chosen as the normalization result; otherwise
the entity most frequently mentioned in Wikipedia using that form as anchor
text is selected as the baseline disambiguation. We re-implemented this baseline
using the named entity tagger of [10], and refer to it as MS.

We also implemented a simple extension of the method by adding a link
frequency-based disambiguation algorithm. Whenever a surface form can be re-
solved to more than one entity using the algorithm above, we select the entity
with the highest number of incoming hyperlinks. Our hypothesis of disambigua-
tion is based on the assumption that a more useful and/or popular Wikipedia en-
tity will have many links pointing to it [5]. In other words, we assume that a name
found (e.g., “Bush”) mostly refers to the most popular compatible Wikipedia
entity (“George W. Bush”). We refer to this method as NN.

Cucerzan [8] also describes a more sophisticated, context-aware normalization
algorithm. We did not use this version of the algorithm in our experiments below
because it would have involved classifying each name in the collection—a very
computationally expensive step.

We compared the MS and NN normalization methods, using the evaluation
data as described in [8] for intrinsic, stand-alone evaluation of the two methods.
The accuracy of NN on Wikipedia articles and news articles was 86.5% and 73%
respectively, outperforming the accuracy of MS (86.1% and 51.7% on Wikipedia
and news articles, respectively).

4 Experiments and Results

We performed a number of experiments in a setting similar to [13]. We used a
standard set of question/answer pairs from TREC QA tasks of 2001–2003. In ad-
dition to using full documents, we split the AQUAINT corpus into 400-character
passages (aligned on paragraph boundary). We ran the NER tool of [10] to detect
named entities and normalized them using NN and MS, separately. We used the
dump of English Wikipedia from November 2006. Documents and passages were
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Table 1. Impact of named entity normalization on document retrieval for QA; ∗ and
∗∗ indicate significant improvements over the baseline at p=0.05 and p=0.01

MRR s@1 s@5 s@10 p@5 p@10

NONORM 0.532 44.8% 64.6% 72.8% 0.37 0.34
MS 0.511 42.2% 63.4% 71.6% 0.36 0.32
NN 0.523 43.4% 64.4% 72.7% 0.37 0.33
MS+NONORM 0.55 46.4% 67.57%∗ 74.8%∗ 0.39∗∗ 0.35∗

NN+NONORM 0.56 47%∗ 68.2%∗∗ 75.3%∗∗ 0.4∗∗ 0.36∗

Table 2. Impact of named entity normalization on passage retrieval for QA.
NN+NONORM outperforms MS+NONORM (at p=0.01).

MRR s@1 s@5 s@10 p@5 p@10

NONORM 0.411 30.9% 53.6% 63.3% 0.26 0.23
MS 0.387 29.2% 50% 58.9% 0.23 0.2
NN 0.405 30.7% 51.7% 60.5% 0.24 0.21
MS+NONORM 0.407 30.7% 53% 61.2% 0.24 0.23
NN+NONORM 0.424 32.6% 54.4% 62.3% 0.27 0.23

separately indexed using Lucene [1]. Out of 2,136 question/answer pairs in the
TREC QA data, we used only 1,215 whose questions contained a named entity.
We normalized named entities in questions in the same way as in the collec-
tion. We compared the retrieval performance of the baseline (no normalization,
standard vector space retrieval), for both normalization methods and for equally
weighted mixture models of the baseline with both methods. Following [13], we
measured performance using the Mean Reciprocal Rank (MRR), success at rank
n (s@n), and average precision at n (p@n). For significance testing we applied
the McNemar significance test on success evaluations, and Student’s t-test on
precision evaluations. Tables 1 and 2 show the evaluation results for passage and
document retrieval, respectively.

The results show that the combination of NEN with the baseline improves
the MRR value, precision and early success of the retrieval system for QA. They
also show that NN helps more than MS, for document and passage retrieval.

An analysis of the effect of NEN on text retrieval shows that for questions
where normalization did not improve the retrieval, this was mostly due to NER
errors. E.g., for What river is under New York’s George Washington bridge?,
the entity George Washington was detected as a person name, while the answer
passage contains the entity George Washington Bridge correctly detected as
LOCATION. Where normalization helped to find relevant passages, this was
often due to the correct “gluing” of multiword units: Buffalo Bill, Crater Lake,
Joe Andrew, Andrew Jackson. Here, without normalization, retrieval failed.

Finally, for the passage retrieval experiments, the difference between NN and
MS is statistically significant (at p = 0.01). This indicates that better normal-
ization does indeed lead to better retrieval performance.
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5 Conclusion

We described experiments evaluating the impact of name entity normalization
on document and passage retrieval for QA. We implemented the normalization
method of [8] and a simple refinement. Although our disambiguation methods are
not context-aware, we observed improved retrieval performance with entity nor-
malization. Moreover, better normalization has led to better QA performance.
The error analysis shows that entity recognition errors are a main source of
retrieval errors due to normalization. This indicates an obvious direction for
improving the system. Another item for future work is to include surface form
context into the disambiguation model in such a way that normalizing a large
text collection remains computationally tractable.
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Today’s technological advancements allow for vast amounts of information to
be widely generated, disseminated, and stored. This exponentially increasing
amount of information renders the retrieval of relevant information a necessary
and cumbersome task. The field of Information Retrieval (IR) addresses this
task by developing systems in an effective and efficient way. Specifically, IR
effectiveness deals with retrieving the most relevant information to a user need,
while IR efficiency deals with providing fast and ordered access to large amounts
of information.

The efficiency of IR systems is of utmost importance, because it ensures that
systems scale up to the vast amounts of information needing retrieval. This is an
important topic of research for both academic and corporate environments. In
academia, it is imperative for new ideas and techniques to be evaluated on as near-
realistic environments as possible.In corporate environments, it is important that
systems response time is kept low, and the amount of data processed high. These
efficiency concerns need to be addressed in a principled way, so that they can be
adapted to new platforms and environments, such as IR from mobile devices, desk-
top search, distributed peer to peer, expert search, multimedia retrieval, and so on.
Efficiency research over the past years has focused on efficient indexing, storage
(compression) and retrieval of data (query processing strategies).

This workshop addresses the efficiency concerns regarding IR applications
(both new and traditional):

– Do new applications create novel efficiency problems?
– Can existing efficiency-related technology deal with these new applications?
– About state-of-the-art efficiency: has there been any advance in the last

decade, or is it at a stand-still?
– To what extent is efficiency separated from effectiveness? Can this gap be

bridged?
– What are the lessons learnt from efficiency research in the last years?. Can

any of these be carried across to effectiveness?

Major goals of this workshop are to: a) shed light on efficiency-related problems
ofmodern large-scale IR and new IR environments; b) foster collaborationbetween
different research groups in order to explore new and ground-breaking ideas; c)
bearing in mind past research on effciency, sketch future directions for the field.
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The goal of this workshop is to create a forum for researchers interested in the use of 
semantic annotations for information retrieval. By semantic annotations we refer to 
linguistic annotations (such as named entities, semantic classes, etc.) as well as user 
annotations such as microformats, RDF, tags, etc. The aim of this workshop is not 
semantic annotation itself, but rather the applications of semantic annotation to 
information retrieval tasks such as ad-hoc retrieval, classification, browsing, textual 
mining, summarization, question answering, etc. 

In the recent years there has been a lot of discussion about semantic annotation of 
documents. There are many forms of annotations and many techniques that identify or 
extract them. As NLP tagging techniques mature, more and more annotations can be 
automatically extracted from free text. In particular, techniques have been developed 
to ground named entities in terms of geo-codes, ISO time codes, Gene Ontology ids, 
etc. Furthermore, the number of collections which explicitly identify entities is 
growing fast with Web 2.0 and Semantic Web initiatives.  

Despite the growing number and complexity of annotations, and despite the 
potential impact that these may have in information retrieval tasks, annotations have 
not yet made a significant impact in Information Retrieval research or applications. 
Further research is needed before we can unleash the potential of annotations! 
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Objectives. Information retrieval is an empirical science; the field cannot move
forward unless there are means of evaluating the innovations devised by re-
searchers. However the methodologies conceived in the early years of IR and
used in the campaigns of today are starting to show their age and new research
is emerging to understand how to overcome the twin challenges of scale and di-
versity.

Scale. The methodologies used to build test collections in the modern evaluation
campaigns were originally conceived to work with collections of 10s of thousands
of documents. The methodologies were found to scale well, but potential flaws
are starting to emerge as test collections grow beyond 10s of millions of docu-
ments. Support for continued research in this area is crucial if IR research is to
continue to evaluate large scale search.

Diversity. With the rise of the large Web search engines, some believed that
all search problems could be solved with a single engine retrieving from a one
vast data store. However, it is increasingly clear that evolution of retrieval is not
towards a monolithic solution, but instead to a wide range of solutions tailored
for different classes of information and different groups of users or organizations.
Each tailored system on offer requires a different mixture of component tech-
nologies combined in distinct ways and each solution requires evaluation. This
workshop will consist of research papers on topics that address evaluation in
Information Retrieval, including:

– test collection building for diverse needs
– new metrics and methodologies
– evaluation of multilingual IR and/or multimedia IR systems
– novel evaluation of related areas, such as QA or summarization
– evaluation of commercial systems
– novel forms of user-centered evaluation

Acknowledgements. The workshop is in part supported by the EU 7th Frame-
work Coordinated Action TrebleCLEF, grant agreement No. 215231.
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——————————————————————————–

Advanced Language Modeling Approaches
(Case Study: Expert Search)

Djoerd Hiemstra

University of Twente, The Netherlands

This tutorial gives a clear and detailed overview of advanced language modeling
approaches and tools, including the use of document priors, translation models,
relevance models, parsimonious models and expectation maximization training.
Expert search will be used as a case study to explain the consequences of mod-
eling assumptions. For more details, you can access
http://www.cs.utwente.nl/˜hiemstra/ecir2008.

Djoerd Hiemstra is assistant professor at the University of Twente. He wrote
a Ph.D. thesis on language models for information retrieval and contributed to
over 90 research papers in the field of IR. His research interests include formal
models of information retrieval, XML retrieval and multimedia retrieval.

——————————————————————————–

Search and Discovery in User-Generated Text
Content

Maarten de Rijke and Wouter Weerkamp

ISLA, University of Amsterdam, The Netherlands

We increasingly live our lives online: Blogs, forums, commenting tools, and many
other sharing sites offer possibilities to users to make any information available
online. For the first time in history, we are able to collect huge amounts of user-
generated content (UGC) within “a blink of an eye”. The rapidly increasing
amount of UGC poses challenges to the IR community, but also offers many
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previously unthinkable possibilities. In this tutorial we discuss different aspects
of accessing (i.e., searching, tracking, and analyzing) UGC. Our focus will be
on textual content, and most of the methods that we will consider for ranking
UGC (by relevancy, quality, opinionatedness) are based on language modeling.
For more details, you can access http://ecir2008.dcs.gla.ac.uk/tutorial sd.html.

Maarten de Rijke is professor of information processing and internet at the
Intelligent Systems Lab Amsterdam (ISLA) of the University of Amsterdam. His
group has been researching search and discovery tools for UGC for a number of
years now, with numerous publications and various demonstrators as tangible
outcomes. Wouter Weerkamp is a PhD student at ISLA, working on language
modeling and intelligent access to UGC.

——————————————————————————–

Researching and Building IR Applications
Using Terrier

Craig Macdonald and Ben He

University of Glasgow, UK

This tutorial introduces the main design of an IR system, and uses the Terrier
platform as an example of how one should be built. We detail the architecture
and data structures of Terrier, as well as the weighting models included, and
describe, with examples, how Terrier can be used to perform experiments and
extended to facilitate new research and applications. For more details, you can
access http://ecir2008.dcs.gla.ac.uk/tutorial rb.html.

Craig Macdonald is a PhD research student at the University of Glasgow.
His research interests includes Information Retrieval in Enterprise, Web and
Blog settings, and has over 20 publications with research based on the Terrier
platform. He has been a co-ordinator of the Blog track at TREC since 2006, and
is a developer of the Terrier platform.

Ben He is a post-doctoral research assistant at the University of Glasgow. His
research interests are centered around document weighting models, and particu-
larly concerned about document length normalisation and query expansion. He
has been a developer of the Terrier platform since its initial development and
has more than 20 publications performed with Terrier.
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